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When Does a CEO’s Risk Propensity Drive Exploration in Product Development? 

   
 

ABSTRACT 

We advance research on the managerial antecedents of exploration by studying personal, organizational, and 
environmental conditions under which a CEO’s risk propensity shapes a firm’s tendency to explore in 
product development. Our panel data analysis of 219 firms in the pre-packaged software industry reveals 
that when a CEO is risk prone, the CEO’s ability to drive exploration increases with the CEO’s power in the 
firm, which manifests in tenure, duality, and insider origin. Counter to expectations, however, the firm’s 
accumulated exploration experience does not reinforce but rather attenuates the effect of the CEO’s risk 
propensity on exploration. We attribute this to firms’ quest for balance between exploration and exploitation, 
and the need to counter the CEO’s risk propensity when exploration becomes excessive. Finally, we find 
that competitive pressure in the firm’s product market reinforces the ability of a CEO who is more risk prone 
to garner support for further exploration. Our study advances a dynamic perspective that relates the 
heterogeneity in firms’ exploration tendencies to the behavioral inclinations of their CEOs.  
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INTRODUCTION 

When does a CEO’s risk propensity drive a firm’s tendency to explore in its product development 

initiatives? In its purest form, exploration involves relying on new knowledge, whereas exploitation entails 

refining and leveraging existing knowledge (Levinthal and March 1993). Scholars have offered an elaborate 

discussion of these activities and the tradeoffs between them (e.g., Lavie et al., 2010). The notion of 

exploration and exploitation has been studied in various contexts, ranging from product development to 

alliances and acquisitions (e.g., Stettner and Lavie, 2014). Here we focus on exploration in product 

development (e.g., Katila and Ahuja, 2002). Prior research has often sought to explain heterogeneity in firms’ 

exploration tendencies. More recently, scholars have begun studying what drives changes in such tendencies 

within a given firm. They have examined the managerial antecedents of exploration and exploitation, 

underscoring the role of executives in directing exploration efforts, while alluding to related constructs. For 

instance, they have demonstrated that executives’ search for knowledge contributes to new product 

development (Li et al. 2013), while seeking advice supports exploratory innovation (Alexiev et al. 2010). 

Exploratory innovation is also promoted by creative leadership that nurtures social and human capital and 

fosters inspiration (Jansen, Vera, and Crossan, 2009; Makri and Scandura 2010). This research reveals that 

exploration is facilitated by managerial attention to and provision of support in the form of communication 

structure, organizational functions, and management systems and procedures (Khanagha et al. 2017). The 

focus on within-firm variation in exploration tendencies is essential, because unlike studies that explain 

variation across firms, the former stream of research can offer guidance to managers who wish to directly 

influence the exploration tendency of their firm. Hence, extant research relates a firm’s tendency to explore 

to the executives’ observed managerial initiatives and actions (what they do).  

We complement this research stream by relating the firm’s tendency to explore to a CEO’s risk 

propensity, i.e., to an inherent behavioral inclination that underlies executives’ actions (who they are). Unlike 

risk taking, which entails managerial action, risk propensity is an attitude toward risk, i.e., a relatively stable 

behavioral inclination to take or avoid risk, which may not necessarily manifest in organizational outcomes 

(Sitkin and Weingart 1995). Scholars have studied CEO risk propensity using proxies such as obtaining a 
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private pilot license (Cain and McKeon 2016) and exposure to early-life disasters (Bernile et al. 2017). But 

beyond the question of construct validity, these studies focus on the implications for financial leverage and 

acquisitions rather than for a firm’s exploration tendency. We use content analysis to introduce a novel 

approach for capturing a CEO’s risk propensity and examine how such propensity drives a firm’s transition 

from exploitation to exploration in product development.  

Although the inclinations of other executives may be of interest, the CEO’s role is the most crucial and 

pivotal in strategic decision-making (Hambrick and Mason 1984; Carpenter et al. 2004; Herrmann and 

Nadkarni 2014; Gupta et al. 2019). Indeed, organizational structures, objectives, procedures, and culture that 

guide a firm’s strategic decisions reflect the personality of the CEO as the most dominant change agent, who 

exerts disproportionate influence on the firm’s decisions (Hambrick 2007; Finkelstein et al. 2009). Studies 

have examined the roles of CEOs in driving exploration versus exploitation (e.g., Cao et al. 2010, 2015), but 

only a few considered the role of the CEO’s risk propensity as a driver of the firm’s tendency to explore. 

Some scholars have examined the implications of executives’ risk propensity for innovation. In particular, 

Kraiczy et al. (2015) find that a CEO’s willingness to invest in high-risk projects and adopt a bold, aggressive 

posture under uncertainty is related to innovativeness of the product portfolio in small family firms, with a 

stronger association observed for firms with earlier family generations and a weaker association for firms 

with greater ownership stake of family top managers. In another study based on a survey of manufacturing 

firms, Gilley et al. (2002) report a positive association between the top management team’s perceived risk 

taking and their firm’s innovation performance, with this association becoming weaker in dynamic 

environments. Finally, Ling et al. (2008) find that top management teams’ shared preference for risky 

opportunities relates positively to corporate entrepreneurship. These studies imply a positive association 

between CEOs’ risk propensity and exploration in product development, although some of the studies focus 

on risk taking, and they all rely on contemporaneous surveys issued in small to medium-sized firms. We 

extend this research by studying the conditions under which this association holds in public firms operating 

in a dynamic industry. 

Our baseline argument is that a CEO’s risk propensity prompts risk taking that can drive a firm’s 
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tendency to increase exploration in product development. We proceed by considering how personal, 

organizational, and environmental characteristics influence managerial discretion (Wangrow et al. 2015) and 

thus set boundary conditions to this effect. Specifically, we conjecture that the CEO’s power, as manifested 

in tenure, duality, and origin (Shen and Cannella 2002; Zhang and Rajagopalan 2003), reinforces the effect 

of risk propensity by fostering support for risk taking. We also predict that the firm’s exploration experience 

reinforces this effect by furnishing supportive routines for exploration. Finally, we expect that competitive 

pressure in the firm’s product market prompts risk taking and thus reinforces the effect of the CEO’s risk 

propensity on exploration in product development. These hypotheses underscore the tension between the 

CEO’s risk preferences and various constraints on the CEO’s discretion. Using data on 219 pre-packaged 

software firms during 1990–2001, we find support for most of our hypotheses. Contrary to expectations, 

however, we find that the firm’s exploration experience attenuates the effect of the CEO’s risk propensity, a 

finding that we ascribe to the firm’s attempt to balance past exploration with a transition toward exploitation. 

Interestingly, our findings reveal that a firm led by an outside CEO or one who does not hold the board 

chairperson position is likely to transition toward exploitation in product development despite its CEO’s risk 

proneness. These findings point to the challenges that CEOs face when seeking to advocate exploration in 

their firms per their risk propensity. 

Our study contributes to research on exploration and exploitation by shedding light on an often-

overlooked driver of a firm’s tendency to explore, while complementing research on the environmental and 

organizational antecedents of exploration (e.g., Lavie et al. 2010). Whereas scholars have inferred that a 

CEO’s risk propensity can prompt exploration, we demonstrate that it does so only under strict conditions 

relating to the CEO’s power and the firm’s exploration experience and competitive environment. The CEO’s 

inclinations may be countervailed when the CEO lacks tenure, is an outsider, or does not hold the board 

chairperson position, as well as when the firm has already exhausted its exploration efforts. By studying 

factors that affect a firm’s transition between exploration and exploitation, we depart from a static 

perspective on the merits of balancing exploration and exploitation and advance a dynamic view that reveals 

how such balance may be reached or disrupted over time (Luger et al. 2018; Kang and Kim 2020). Finally, 
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we inform research on firms’ exploration tendencies by underscoring the nuanced role of the CEO’s risk 

propensity in explaining when a firm explores more under given industry conditions. In so doing, we leverage 

rich longitudinal archival data and introduce advanced methods for measuring risk propensity and 

exploration in product development. Our original dictionary and content analysis for measuring a CEO’s 

disposition can also contribute to research in corporate strategy. 

THEORY AND HYPOTHESES 

Exploration and exploitation can be pursued in various modes and domains (Lavie et al. 2010; Stettner 

and Lavie 2014). Here, we study exploration and exploitation by means of product development via the 

firm’s internal organization (Cao et al. 2009; Danneels and Sethi 2011). Product development entails 

searching for and incorporating existing and new knowledge elements (Katila and Ahuja 2002; Li et al. 2013; 

Maggitti et al. 2013), thus offering a useful context for studying exploration and exploitation. Exploration 

and exploitation can be conceptualized as contradictory activities that rest at two ends of a continuum, with 

firms engaging in both activities to different extents (Sidhu et al. 2007; Simsek et al. 2009). This concept is 

in line with studies noting that resource allocation tradeoffs, conflicting routines, and specialization create 

tradeoffs between exploration and exploitation (Lavie and Rosenkopf 2006; March 1991) and with research 

relating to the transitivity and relativity of exploration and exploitation at the organizational level (Gupta et 

al. 2006; Lavie et al. 2010; Luger et al. 2018). In studying firms’ tendencies to explore versus exploit, 

scholars have noted that firms adapt to their environments (Kraatz and Zajac 2001), e.g., environmental 

dynamism renders established knowledge obsolete (Sorensen and Stuart 2000) while encouraging search for 

new knowledge (Sidhu et al. 2004). Although various organizational factors can explain a firm’s tendency 

to explore (Lavie et al. 2010), part of it can be attributed to the firm’s CEO.  

CEOs lead strategic changes in their firms (Greiner and Bhambri 1989; Pol and Nadkarni 2014), screen 

their firms’ environment, identify the need for change, make the decision to change, and monitor the change 

process (Schein 1992). New products serve as a “primary mechanism through which firms adapt to changing 

environmental conditions” (Nadkarni and Chen 2014: 1810). Hence, CEOs may influence decisions to 

develop new products (Li et al. 2013), even though they are typically not directly involved in their design in 
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established publicly traded firms. The CEO acts as a change agent who influences the search for and 

development of new knowledge, and guides and motivates product development teams.  

Individuals’ risk propensity has been conceptualized as a relatively stable dispositional attribute (Rowe 

1977; Fischhoff et al. 1981)—persistent and enduring, yet can change slightly over the course of a lifetime 

with accumulated personal experience (Sitkin and Weingart 1995; Bernile et al. 2017). Specifically, “risk 

propensity is defined as an individual‘s current tendency to take or avoid risks. It is conceptualized as an 

individual trait that can change over time and thus is an emergent property of the decision maker“ (Sitkin 

and Weingart, 1995:1575). Thus, risk propensity is more malleable than dispositional traits (e.g., narcissism) 

but more stable than transient states (e.g., moods) (Gamache et al. 2015). This conceptualization of risk 

propensity is in line with research in psychology that acknowledges that individuals’ risk propensity can 

change over time due to aging, new experiences, or traumatic events. 

CEOs’ risk propensities vary (MacCrimmon and Wehrung 1990) and range from risk aversion to risk 

proneness (Fiegenbaum and Thomas 1988; Bromiley et al. 2001). Such variance can take place over the 

course of a CEO’s career. In turn, this risk propensity can influence managerial behavior (Brockhaus 1980; 

Sitkin and Weingart 1995; Gilley et al. 2002). The notion of risk propensity refers to a behavioral inclination, 

whereas risk taking refers to actual actions resulting from that behavior. March (1991) tied risk taking to 

exploration but did not allude to behavioral inclinations that underlie risk taking. We study a CEO’s risk 

propensity as a behavioral inclination. Our baseline argument is that a CEO’s risk propensity can drive 

exploration in product development.  

Specifically, given the inherent risk of exploration, a CEO’s risk proneness is more likely to facilitate 

exploration than risk aversion. Whereas exploration is seen as challenging, overly risky, or infeasible when 

the CEO is risk averse, the CEO tends to perceive it positively and be undeterred from taking bold and 

aggressive actions when the CEO is risk prone. Hence, despite the extensive effort and uncertainty 

surrounding new product initiatives, a CEO’s risk proneness is expected to facilitate the firm’s exploration 

in product development. This expectation is in line with prior research relating the risk taken by executives 

to entrepreneurship and innovation (Gilley et al. 2002; Ling et al. 2008; Kraiczy et al. 2015). In turn, we 
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expect a CEO’s risk aversion to make the CEO refrain from taking risks and instead facilitate exploitation 

in product development. Underscoring exploitation entails reinforcing activities based on existing 

knowledge that elicit incremental modifications in product design rather than developing completely new 

products. In sum, at any level of exploration, a firm’s tendency to increase its exploration efforts can be 

associated with the CEO’s risk propensity.   

Proposition: A firm’s tendency to explore in product development is related to its CEO’s risk propensity, so 
that the more risk prone the CEO, the more the firm will transition from exploitation to exploration. 

 
Whereas the implications of a CEO’s risk propensity seem straightforward, we suggest that the CEO’s 

ability to influence the firm’s tendency to explore versus exploit in line with that propensity depends on the 

CEO’s managerial discretion, i.e., the latitude of action. This discretion derives from environmental, 

organizational, and individual sources (Hambrick and Finkelstein, 1987; Wangrow et al. 2015), which 

reinforce the CEO’s ability to take risks and instigate change in the firm.  

Prior research has alluded to the role of the CEO in providing the impetus, guidance, incentives, and 

organizational systems that support risk taking and experimentation in the firm (Jansen et al. 2016). 

However, when taking risk, the CEO also needs managerial discretion and the support of internal 

stakeholders such as board members, top management, and employees (Greve and Mitsuhashi 2007; Simsek 

2007) in order to create an organizational context that supports the firm’s transition from exploitation to 

exploration or vice versa. In particular, the extent to which the CEO’s risk propensity translates to exploration 

in product development depends on the CEO’s ability to influence risk taking in the firm by exerting power 

(Pfeffer and Salancik 1978; Wangrow et al. 2015). This power derives from three sources: the CEO’s tenure, 

duality, and origin (Shen and Cannella 2002; Zhang and Rajagopalan 2003). 

First, a CEO’s tenure defines the amount of time the individual has spent in the firm’s CEO position 

since being appointed as the CEO. Prior research has studied the direct effect of the CEO’s tenure on 

exploration (e.g., Finkelstein and Hambrick 1990; Wu et al. 2005; Cho and Kim 2017), but not how tenure 

moderates the relationship between a CEO’s risk propensity and exploration. We contend that the CEO is 

unlikely to successfully gather the required organizational support to transition between exploration and 
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exploitation soon after the appointment. Rather, the support for the CEO’s initiatives is likely to emerge 

gradually during the CEO’s tenure. Following their appointment, CEOs need to establish their legitimacy, 

build coalitions with influential organizational members, and gather political support for organizational 

change (Greiner and Bhambri 1989; Hambrick and Fukutomi 1991). Some members of the top management 

team may be committed to the CEO’s predecessor or may still perceive themselves as candidates for the 

CEO’s position, and are thus unlikely to cooperate (Hambrick 1995). Middle managers may have vested 

interests in established strategies and processes that facilitate exploration or exploitation. Even frontline 

employees who are concerned about losing their jobs or influence as a result of changes instigated by a new 

CEO may resist exploration or exploitation. Early in their tenure, CEOs are therefore likely to face resistance 

to their efforts to infuse exploration or to foster exploitation per their risk propensity. But with tenure, as the 

CEO becomes familiar with the firm’s organization, culture, inner workings, and operations (Alderfer 1986), 

the CEO gains relevant expertise (Mintzberg 1983), which bestows expert power. Moreover, the CEO builds 

internal networks and coalitions that provide political support for risk-taking initiatives. Over the course of 

tenure, the CEO also gains experience working with the board (Bebchuk and Fried 2006) and develops 

relationships with directors (Macey 2008), which further contributes to the CEO’s power and influence 

(Hambrick and Fukutomi 1991; Shen and Cannella 2002).  

Besides political support, changing the firm’s tendency to explore requires adaptation of organizational 

processes that enable the firm to implement new policies in line with the CEO’s risk propensity (Goodstein 

and Boeker 1991; Amburgey et al. 1993; Weick and Quinn 1999). In particular, to foster exploration, a CEO 

who is more risk prone needs to persuade the firm’s units to adopt new routines associated with exploration, 

thus amending some processes while unlearning others (Makri and Scandura 2010). Corresponding changes 

are needed when the CEO seeks greater exploitation. Regardless of the direction of transition between 

exploration and exploitation, underlying this organizational change is the reconfiguration of the firm’s 

capabilities per the CEO’s risk propensity. Organizational capabilities and processes are path dependent and 

sticky (Szulanski 2003), especially with respect to exploitation, which is self-reinforcing and inertial (Lavie 

and Rosenkopf 2006). Hence, during tenure, a CEO who is more risk prone would need to invest much time 
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before being able to successfully extend the firm’s tendency to explore. This was perhaps the case when 

Steve Jobs became Apple’s CEO in 1997. Even though he knew the firm from his previous post at Apple, 

Jobs had to restructure the firm, terminate ongoing projects such as Newton and OpenDoc, and dismiss key 

employees before he could initiate a sequence of innovative new projects. Over time, the sentiment toward 

Jobs changed from fear to admiration (Burke and Elkind 2008; Petriglieri 2011). Hence, as their length of 

tenure increases, CEOs can overcome organizational hurdles and, in line with their risk propensity, foster 

either more or less exploration in their firms’ product development efforts.  

Second, CEO duality provides the CEO with power to exert influence in the firm. CEO duality indicates 

whether the CEO holds the position of chairperson of the board of directors (Krause et al. 2014). The 

chairperson determines the agenda for board meetings, sets priorities for the board, and leads the board’s 

efforts to monitor the CEO’s decisions and performance, including the responsibility for CEO succession 

and for the nomination of new directors (Zajac and Westphal 1996). Therefore, when the CEO also holds 

the chairperson position, the CEO enjoys structural power vis-à-vis the firm’s board (Hambrick 1981) and 

greater discretion in executing decisions as a result of unity of command and avoidance of entrenchment 

(Finkelstein and D’Aveni 1994). In particular, by holding the chairperson’s position, the CEO can nominate 

loyal directors (Westphal and Zajac 1995) and develop stronger social ties with other board members, thus 

facilitating trust and cooperation (Westphal 1999) and making it easier for the CEO to gain the board’s 

support for initiatives. In fact, CEO duality enables directors to learn more about risky initiatives before 

these initiatives are discussed and approved in the boardroom (Klarner et al. 2020), while the CEO’s 

preferences are more likely to be expressed and heard (Haynes and Hillman 2010). Finally, without an 

independent chairperson to monitor the CEO’s decisions and question them, the CEO can more easily 

implement decisions that are aligned with that CEO’s risk propensity. Overall, CEO duality can enhance the 

CEO’s ability to exert power in the firm, and thus leads to greater alignment between the CEO’s risk 

propensity and the firm’s tendency to explore in product development.  

Finally, the CEO’s power is also tied to the CEO’s origin. Prior research has distinguished inside CEOs 

who were appointed from within the firm from outside CEOs who were hired after spending their recent 
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career in other firms. Outside CEOs are less familiar with the firm’s organization and social networks, which 

hinders their ability to gather internal support for introducing and implementing new initiatives (Shen and 

Cannella 2002). Boards face greater information asymmetry toward outside CEOs, whom they cannot 

evaluate internally prior to their appointment (Zajac 1990; Berns and Klarner 2017). This is likely to limit 

the board’s support for new initiatives proposed by outside CEOs. In contrast, inside CEOs can better 

leverage their firm-specific and industry-specific experience, understanding of the organizational culture, 

and embedded social ties in the firm (Zhang and Rajagopalan 2003; Cao et al. 2006; Berns and Klarner 2017) 

to form coalitions and champion their initiatives. An example is Chuck Robbins, CEO of Cisco since 2015, 

who, as a long-time Cisco veteran, enjoyed the reputation of a “champion” of Cisco’s culture, which “allows 

him to bring together teams at the organization while also disrupting the things that need to be changed” 

(Frangos 2018). Inside CEOs have time to develop social ties to key employees prior to their CEO 

appointment (Finkelstein et al. 2009), giving them a solid foundation on which to promote new initiatives 

with supportive internal stakeholders and identify potential change agents who can promote their initiatives. 

Moreover, inside CEOs share a common socialization process with some board members (Kanter 1977; 

Zajac and Westphal 1996), whom they can rely on to garner support from the board for their risk-taking 

initiatives. Therefore, an insider origin enables the CEO to exert more power and influence in the firm, and 

thus reinforces the positive association between the CEO’s risk proneness and the firm’s tendency to explore 

in product development. 

Hypothesis 1: The positive association between the CEO’s risk proneness and the firm’s tendency to increase 
exploration in product development will be strengthened by the CEO’s (a) tenure, (b) duality, and (c) origin 
as insider. 

 
The ability to shape product development decisions in line with the CEO’s risk propensity depends not 

only on the CEO’s power, but also on organizational conditions that support or inhibit risk taking (Baird and 

Thomas 1985; Das and Teng 2001). The firm’s capacity to engage in exploration may be shaped by various 

organizational conditions such as the firm’s resource availability, but the firm’s exploration experience can 

be considered a primary constraint for such capacity. In particular, a CEO’s ability to implement 

organizational changes can be undermined by inertial pressures ingrained in organizational routines that 
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encode the firm’s practices (Gilbert 2005; Parmigiani and Howard-Greenville 2011) and are shaped by the 

firm’s prior experience (Nelson and Winter 1982; Becker 2004; Gavetti et al. 2012). Although normative 

perspectives suggest that firms should strive to balance exploration and exploitation (March, 1991), “in 

practice, researchers have long recognized the obstacles that firms face when simultaneously pursuing 

exploration and exploitation” (Lavie and Rosenkopf 2006: 800). Routines that support either exploration or 

exploitation in a firm’s product development solidify with repeated use, thus fostering inertia, which makes 

it difficult to counter the firm’s dominant tendency to explore or exploit. A firm that has previously focused 

on exploration features routines that support subsequent exploration, whereas a firm that has persistently 

engaged in exploitation exhibits routines for exploitation (Cyert and March 1963; Lavie and Rosenkopf 

2006). Consequently, the firm’s experience in either exploration or exploitation is likely to be self-

reinforcing (Levinthal and March, 1993).  

Established routines influence how a firm screens its environment in search of new knowledge, engages 

in knowledge recombination, and leverages existing knowledge (e.g., Fleming 2001; Rosenkopf and Nerkar 

2001). Accumulated experience with exploration can therefore reinforce the effect of a CEO who is more 

risk prone on exploration in product development, whereas the firm’s experience with exploitation may 

constrain this effect. Hence, the strength of the effect of a CEO’s risk propensity depends on whether this 

propensity is aligned with the firm’s prior experience in exploration or exploitation. If the firm’s past 

experience is consistent with the CEO’s risk propensity, the firm is likely to resort to its dominant routines 

and apply them repetitively (Amburgey et al. 1993), which reinforces its tendency to explore or exploit in 

product development. Consequently, when a CEO is more risk prone, the CEO may find it easier to increase 

the firm’s tendency to explore if the firm has already accumulated substantial experience with exploration. 

In turn, when a CEO is more risk averse, the CEO may encounter challenges when fostering exploitation in 

such a firm, given that the firm’s dominant routines support exploration rather than exploitation.  

Therefore, if the firm has gained substantial experience with exploration, when its CEO is more risk 

prone, the CEO could capitalize on its established screening routines and innovation capabilities to further 

enhance its tendency to explore in product development. In turn, when the CEO is more risk averse and seeks 
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to promote exploitation in such a firm, this CEO is likely to find it difficult to engage the firm’s managers 

and employees in exploitation, given that they have become accustomed to—and thus trained and skilled 

in—exploration. Moreover, the firm’s routines for supporting the incremental versioning of products may 

be underdeveloped, which can impede its transition to exploitation. This may have been the case when Apple 

CEO Tim Cook, despite being an insider, encountered resistance to his conservative policies after he had 

succeeded the risk-prone Steve Jobs. News headlines and discussion boards reflected this state of affairs: “Is 

Tim Cook ruining Apple?” (Miller 2017); “Apple CEO Tim Cook acts like he’s insane, analyst says” 

(Kilgore 2016). A firm’s accumulation of more experience with exploration than with exploitation is thus 

likely to reinforce the firm’s tendency to explore when its CEO is more risk prone, while weakening the 

transition to exploitation when its CEO is more risk averse.  

Hypothesis 2: A firm’s experience with exploration will strengthen the positive association between the 
CEO’s risk proneness and the firm’s tendency to increase exploration in product development. 
 

The extent to which a CEO’s risk propensity manifests in product development decisions depends not 

only on the CEO’s personal power and the organizational support for such decisions in the firm, but also on 

pressures that originate from the external environment and influence risk taking in the firm. Research on 

exploration and exploitation has underscored the role of competitive pressure, which corresponds to the 

number of competitors that the firm encounters in its product markets. Competitive pressure imposes 

competitive threats to the firm’s position in these markets and makes competitive interactions more visible 

and consequential (Smith et al. 1991). Therefore, competitive pressure facilitates frequent and aggressive 

competitive interactions between firms in product markets (Ferrier 2001; Chen et al. 2007), which can result 

in price cuts and lower margins (Porter 1980). It has been suggested that competitive pressure may drive 

exploration as firms aim to uncover new sources of competitive advantage (Levinthal and March 1993). For 

example, Voss et al. (2008) report that environmental threat facilitated financial investment and development 

of customer relations with the objective of improving firms’ strategic positions.  

We contend that competitive pressure can also indirectly influence the firm’s tendency to explore by 

reinforcing the CEO’s ability to pursue initiatives in line with that CEO’s risk propensity. Indeed, 
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competitive pressure has been identified as an external governance mechanism that can enhance managerial 

discretion and mitigate agency problems, and thus facilitate the implementation of decisions (Kim and Lu 

2011). Accordingly, product market competition has been shown to broaden the CEO’s span of control 

(Guadalupe and Wulf 2010), which increases the CEO’s access to information and influence in the firm. In 

particular, a firm that operates under competitive pressure sense urgency to seek new knowledge, experiment 

with product prototypes, and introduce new products to the market. Consequently, increased competitive 

pressure prompts a CEO who is more risk prone to take bolder actions and lead the firm’s transition from 

exploitation to exploration. Because the firm’s board is also likely to realize the urgency of reacting to the 

competitive pressure, a CEO who is more risk prone may find it easier to convince the board about the merits 

of risk taking and to approve investments in exploration in product development. Similarly, in the face of 

competitive pressure, when the CEO is more risk prone, the CEO can more easily garner support for new 

product development initiatives in the firm despite the uncertainty surrounding market performance of new 

products. This managerial discretion aligns the risk propensity with the firm’s tendency to explore. 

Unlike when a CEO is more risk prone and hence enjoys greater discretion under competitive pressure, 

when the CEO is more risk averse, the CEO is likely to react to intensifying competitive pressure with threat 

rigidity. The notion of threat rigidity suggests that when facing a looming possibility of loss, individuals and 

organizations tend to narrow their search for and processing of new information and resort to well-practiced 

dominant routines (Staw et al. 1981). Exogenous threats to the firm include intensifying competition in its 

product markets (Kreiser et al. 2020). Because threat rigidity leads risk-averse decision makers to focus on 

existing knowledge (Staw et al. 1981), competitive pressure can inhibit innovation (e.g., Kreiser et al. 2020). 

As a result, when the CEO is more risk averse, the CEO perceives the competitive pressure as an imminent 

threat to the firm’s market position, such competitive pressure can lead to risk avoidance and reinforce 

exploitation in product development. Here again, the competitive pressure increases the alignment between 

the CEO’s risk aversion and the tendency to limit exploration. In sum, competitive pressure is expected to 

strengthen the association between the CEO’s risk propensity and exploration in product development.  

Hypothesis 3: Competitive pressure in the firm’s product market will strengthen the positive association 
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between the CEO’s risk proneness and the firm’s tendency to increase exploration in product development. 
 

RESEARCH METHODS 

We tested our hypotheses with panel data on U.S.-based publicly traded firms in the pre-packaged 

software industry (SIC 7372) during 1990–2001. In this period the industry thrived, exhibiting sufficient 

exploration in product development (see Figure 1): “In the early 1990s . . . packaged applications became 

much more flexible than ever before, and it no longer made sense for users to write their own software when 

something bought off-the-shelf could do it as well, for a fraction of the price” (Philipson 2005: 32). The 

golden age of packaged software concluded in the early 2000s with the transition to the Internet platform. 

Many software firms did not survive the Internet bubble burst in 2001, and product categories were 

transformed: “There was much talk of the ‘new economy,’ and many new companies were formed on the 

basis that the Internet boom would transform overnight the way consumers and businesses behaved” 

(Philipson 2005: 39). These structural changes in the industry account for our decision to end the study’s 

timeframe in 2001. The Internet bubble did not affect our study because the lag structure of our data restricts 

our explanatory variables to the years 1990–2000, and the requirement for a sufficient number of records in 

Compustat excludes e-business firms such as Yahoo. Thus, we avoid the bubble burst ramifications, while 

product categories remain stable during our timeframe. 

********** INSERT FIGURE 1 ABOUT HERE ********** 

Our initial sample included all 229 firms with sufficient Compustat records. This industry context is 

suitable for our purposes because software firms frequently innovate with new products (Campbell-Kelly 

2003) and introduce new versions of existing products (Stettner and Lavie 2014). Additionally, U.S.-based 

firms have dominated the software industry (Mowery and Nelson 1999), making our sample representative. 

Finally, a high proportion of software firms become publicly traded relatively early in their lifecycle, when 

they are still small, thus ensuring accessibility of financial information and limiting sensitivity to age- and 

size-related biases (Lavie 2007). During our study’s timeframe, the sampled firms introduced 5,046 new 

products and 7,027 versions of existing products, with an average of 3.855 new products and 5.368 versions 

of existing products per firm-year (see Figure 1).  
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We integrated archival data sources and relied on a panel data design to overcome concerns relating to 

commonly used self-reported perceptual measures based on surveys (Gilley et al. 2002). We extracted firm-

level data from the Compustat database. Information on the introduction of software products and releases 

of their subsequent versions during 1985–2001 was gathered from various databases including LexisNexis, 

Thomson’s Dialog New Product Announcements, annual reports (Edgar 10-K forms), and Gale Business & 

Company Resource Center (Stettner and Lavie 2014). We gathered data on firms’ CEOs from Edgar 10-K 

forms, Corporate Affiliations, and Thomson One databases. Five trained coders hand-collected demographic 

and compensation data for the CEOs, using sources such as LinkedIn profiles, firms’ annual reports, proxy 

statements, Bloomberg’s CEOs and Executives, BoardEx, Thomson Reuters Officers and Directors, and 

ExecuComp databases (e.g., Benischke et al. 2019). In total, 418 CEOs served in the sampled firms during 

our study, with an average position tenure of 5.61 years. During succession years, we retained records of the 

CEO that served most of the year. The employment history and positions that the CEOs held since 1985 

were traced using the above sources, the Marquis Who’s Who, and LexisNexis databases. In 62% of the 

observations, the CEOs also served as chairperson of the board. A similar proportion of observations featured 

inside CEOs who founded the firm or were employed by it prior to their CEO appointment. The data were 

transformed into firm-year observations, resulting in 1,283 observations after accounting for missing data, 

discarding 187 observations in which the firms introduced no products (and for which the dependent variable 

was undefined), and dropping 219 observations for year 2001 as a result of our model’s lag structure. After 

incorporation of the AR(1) parameter, 219 firms relating to 298 CEOs and 1,064 observations remain.  

Dependent Variable — Exploration Tendency 

A firm’s tendency to explore versus exploit is measured with a single continuous variable (Lavie et al. 

2010) capturing the proportion of new products that the firm introduced in a given year out of its total number 

of new products and versions of existing products. A software product typology encompassing four product 

classes (personal applications, system infrastructure, vertical applications, and business applications), 54 

product segments, and 464 product functions (see https://softwaretypology.github.io/visualization/) was 

developed with the help of industry experts and in consultation with the Software & Information Industry 

https://softwaretypology.github.io/visualization/
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Association (SIIA) after integrating, supplementing, and elaborating established systems provided by SIIA, 

IDC Research, NPD Group, and CorpTech, thus providing more complete and coherent coverage. The 

classification system was finalized based on feedback received from a panel of 12 software industry experts 

and pretested with product announcement data to ensure completeness and consistency.  

Product data were gathered using the aforementioned sources and manually screened for product 

information by experts with master’s degrees in computer science. Using the software product typology and 

detailed guidelines, the functionality of each product was coded by two trained coders with profound 

professional expertise in the software industry in the 1990s. The coders held relevant graduate degrees and 

an average of 15 years of software industry experience in various positions, ranging from a programmer to 

a vice president, in international publicly traded software firms. Interrater reliability was 84.570%, with 

coding differences resolved by careful deliberation until agreement was reached. A product was coded as 

new if, per its description, it incorporated completely new functionality and thus was substantially distinct 

from the firm’s prior products (Stettner and Lavie 2014). In many cases, existing product versions retained 

the product’s name with a consecutive version number (e.g., Windows 3, 3.1, 3.11, 95, 98), but the coding 

of products was ultimately based on the coders’ professional assessment of their functionality. For example, 

a new product released by Synopsys, a firm that offers applications for integrated circuit design, mentioned 

behavioral synthesis, which differs from the established logic synthesis functionality:  

Behavioral Compiler, a revolutionary synthesis tool that drastically simplifies integrated circuit (IC) 
design…raises the level of design specification to a much higher level than logic synthesis… “This is the type of 
exploration designers have been looking for…our customers have been asking us for behavioral synthesis for 
years…Finally, it’s here.” —Business Wire, May 16, 1994 

In contrast, another product of Synopsys incorporated functionality of a previous product version: 

“Our team of world class synthesis experts have been very busy developing the most significant QoR and 
runtime improvements in the past five years”…[Synopsys will] introduce Design Compiler 1999.05(DC99), the 
latest version of its flagship product…The new release promises significant run-time and productivity 
enhancements. —Electronic Engineering Times, March 8, 1999 

Based on the product’s name and version number, and the prevalence of distinct functionality per the 

software product typology, the coders classified the product as a new product or as a version of an existing 

product. Following conventions in prior research (e.g., Katila and Ahuja 2002; Lavie and Rosenkopf 2006; 
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Luger et al. 2018; Duysters et al. 2020), all the independent variables, moderators, and controls were updated 

annually and lagged by one year (measured at year t) relative to the dependent variable (measured at year 

t+1). The one-year lag is justified by the fast product development process, short product life cycle, and 

frequent product introductions in the software industry (e.g., Stettner and Lavie 2014). By controlling for the 

firm fixed effects, we capture the transition on the exploration-exploitation continuum relative to the firm-

level mean, which in turn is indicative of the firm’s idiosyncratic balance between exploration and 

exploitation. 

Independent Variable — CEO Risk Propensity 

The CEO’s risk propensity is measured using content analysis of press items mentioning the CEO in the 

past five years (year t-4 to year t). The five-year term was chosen as an intermediate period, because risk 

propensity is relatively stable yet somewhat changeable (Yadav et al. 2007; Nadkarni and Chen 2014). Our 

data reveal that CEOs’ average risk propensity changed by only 10.852% from one year to the next. This 

finding is consistent with studies suggesting that personality traits are relatively stable in middle age (Roberts 

et al. 2006) (the mean age of CEOs in our sample was 47.822 years). Furthermore, in line with prior research 

(Henderson et al. 2006; Simsek 2007), we find that CEOs become more risk averse in the course of their 

tenure (r = -0.11, p < 0.001). Prior research has used media coverage to analyze CEOs’ personality (Resick 

et al. 2009). CEOs from the information technology sector have received sufficient media coverage in the 

1990s, which can be associated with their personality traits (Park and Berger 2004). Hence, we retrieved 

26,138 press items for the 418 CEOs in our sample. Reliance on press data with excerpts from various 

sources besides the CEO minimizes self-assessment bias. It is also preferred to reliance on letters to 

shareholders, which may be cautious or geared toward particular audiences (Gerstner et al. 2013). In the 

process of constructing our measure, we applied a multi-step procedure to develop a dictionary of relevant 

words representing risk proneness and risk aversion. A dictionary customized to the context of software 

industry CEOs in the 1990s ensures the relevance of keywords and improved validity of the constructed 

measure compared to a generic dictionary originally developed for different subjects and documents 

(Loughran and McDonald 2011; Grimmer and Stewart 2013).  
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First, we conducted a broad search for literature on risk to identify words closely related to risk proneness 

and risk aversion. We then used thesauruses to identify the most relevant synonyms (Cho and Hambrick 

2006). Next, we added risk-proneness and risk-aversion words mentioned in a random sample of 1,000 press 

items that refer to the risk propensity of a subset of CEOs in our sample. This step was required to customize 

the list of words to fit the language typical of the industry and the press sources that we used. To further 

establish content validity (Benischke et al. 2019), two senior scholars with expertise in research on individual 

risk propensity served as independent raters and assessed each keyword on a Likert scale ranging from 1 

(high risk aversion) to 7 (high risk proneness). Inter-rater reliability was substantial (Krippendorff’s Alpha 

= 0.610) (Landis and Koch 1977). Finally, we retained words with scores of 5 and higher (representing risk 

proneness) and 3 and lower (representing risk aversion). In this step, 72 words of the initially suggested 120 

words were selected for the dictionary (see Appendix).  

Next, we extracted from the LexisNexis database those press items in which the CEO was mentioned in 

the preceding five years. To identify each CEO, we developed a unique search string that specified the firms 

for which the CEO worked during specific periods and CEO name variants, including nicknames. We 

eliminated similar names not related to the CEO and out-of-context mentioning of the CEO, such as contact 

details. We developed a Python algorithm to count the number of risk-proneness and risk-aversion words 

appearing in the proximity of 15 words after the CEO’s name (Jegadeesh and Wu 2013). This intermediate 

word distance was selected to ensure that risk-related words are indeed associated with the CEO, while 

excluding irrelevant words. In auxiliary analyses, we considered alternative word distances, but longer word 

distances may include risk-propensity words that are not relating to the CEO, while shorter word distances 

may exclude relevant risk-propensity words. Another analysis, in which three trained raters independently 

coded the press items for a subsample of 20 CEOs, revealed that most of the relevant risk-propensity words 

appeared after rather than before the CEO’s name, thus supporting our operationalization. Moreover, in this 

analysis, only 2.119% of the coded words were suspected of reversed meaning because of adjunct negation 

words, which suggests that our measure is not sensitive to false positives.  



20 

We measured risk propensity with the formula 1 1
1 1

RP RA
NRP NRA
+ +   

   + +   
, where RP is the count of risk-

proneness words, NRP is the count of press items containing risk-proneness words, RA is the count of risk-

aversion words, and NRA is the count of press items containing risk-aversion words. A high value of this 

measure is indicative of a CEO’s risk proneness. We relied on a ratio measure of risk propensity because the 

probabilities of finding risk-aversion and risk-proneness words may differ. Dividing by the number of press 

items in which these words were found accounts for the frequency of press coverage of the CEO.  

Moderators  

CEO tenure was measured as the number of years the individual has served as the firm’s CEO (Shen 

and Cannella 2002). CEO duality indicated whether the CEO also served as the chairperson of the board 

(coded “1,” and “0” otherwise) in a given year (Krause et al. 2014). CEO origin distinguished an outsider 

who was employed by another firm prior to the appointment as the CEO in the firm (coded “0”) from an 

insider who spent at least two years in the firm in another position before being appointed as CEO (coded 

“1”) (Zhang and Rajagopalan 2003). Firm exploration experience was measured as the ratio of the 

accumulated number of new products to the total number of products that a firm introduced (excluding year 

t, which precedes the year in which the dependent variable is measured), weighted by a memory decay rate 

of r = 10% (Stettner and Lavie 2014). The exploration experience measure took the form: 

∑ 𝑁𝑁T−1 × (1 −  𝑟𝑟)T−1𝑇𝑇 ∑ 𝐸𝐸T−1 × (1 −  𝑟𝑟)T−1𝑇𝑇� , where NT is the firm’s count of new products introduced 

in a given year, ET is the count of all products introduced in that year, and T spans from 1 (for year t-1) to 

the year of first product introduction. Finally, because competitive pressure intensifies with the number of 

competitors that operate in the same product domain (Porter 1980), we measured it by counting the number 

of other firms in the sample that introduced software products in the past three years whose functionality 

overlaps with at least one of the firm’s products during that period. The three-year period is in line with the 

observed average product lifecycle in our sample.  

Control Variables 

We included our moderators as control variables, given that the firm’s exploration tendency may be 
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influenced by the CEO’s tenure (Jansen et al. 2009), duality (Sariol and Abebe 2017), and origin (Zhang and 

Rajagopalan 2003), as well as by the firm’s exploration experience (Lavie and Rosenkopf 2006) and 

competitive pressure (Voss et al. 2008). Following prior research, we included several other firm- and CEO-

level controls that could influence a firm’s exploration tendency. At the firm level, we controlled for a firm’s 

exploration in the preceding year (t), which enabled our dependent variable to capture the firm’s exploration 

tendency by measuring the deviation from that baseline exploration level (Lavie and Rosenkopf 2006). This 

variable also controls for possible regression toward the mean (Brown 1982; Shen and Cannella 2002; 

Karaevli 2007). Firm size was measured with a firm’s assets in the preceding year, whereas firm age was 

measured as the number of years since its incorporation (Lavie and Rosenkopf 2006). Because inertia 

reinforces existing routines, a firm may shift from exploration to exploitation as it matures and grows in size 

(Hannan and Freeman 1984; Lavie and Rosenkopf 2006). Controlling for a firm’s size and age also accounts 

for variance in inertial pressures that can counter firms’ transitions between exploration and exploitation. A 

firm’s R&D intensity indicates its investment in innovation or absorptive capacity, which can spur both 

exploration and exploitation (Lavie and Rosenkopf 2006). The product lifecycle, measured as the average 

number of years since the introduction of software products to the market (Harter et al. 2000), is expected to 

foster exploration in product development when previous generations of products mature and their additional 

versions no longer support further revenue growth (Sirmon et al. 2011; Edison et al. 2013). 

The exploration alliances formed by the firm, as documented in the SDC database, Factiva press items, 

and SEC filings, are an alternative vehicle for exploration in product development (Stettner and Lavie 2014). 

Therefore, we accounted for them by measuring the proportion of alliances formed by the firm in a given 

year that included an R&D agreement (Lavie and Rosenkopf 2006). Next, a firm’s performance gap captures 

the difference between the firm’s actual performance and its executives’ performance aspirations, which can 

facilitate the firm’s exploration tendency (Greve 2007; Chen 2008; Greve 2008; Dothan and Lavie 2016). 

Following Greve (2003), we calculated performance aspiration as a linear combination of a firm’s historical 

and social aspirations, using the formula: Ati=a1×St,i +(1-a1)×HAt,i, where Ati is the performance aspiration 

of firm i in year t, St,i is its social aspiration, HAt,i is its historical aspiration, and a1 is a weight ranging from 
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0 to 1. We measured the historical aspiration as a function of the prior year’s historical aspiration (HAt-1,i) 

and a firm’s return on assets (ROA) in the past year (Pt-1,i): HAt,i = a2×HAt-1,i+(1-a2)×Pt-1,i, with a2, a weight 

ranging between 0 and 1. A firm’s social aspiration was based on the median ROA of firms in the industry. 

The parameters a1 and a2 were determined empirically, using a grid search in which we derive the estimates 

that produced the best model fit. Our analysis yielded the parameters a1 = 0 and a2 = 0.1, suggesting reliance 

on historical rather than social aspirations. Nevertheless, it is possible that firms directly benchmark against 

the exploration efforts of industry peers and imitate them (Duysters et al. 2020). Hence, when other firms in 

its industry gain experience with exploration, the firm may increase its exploration tendency. We measured 

industry exploration experience as the median ratio of the accumulated number of new products that other 

firms in the sample introduced to their total number of introduced products, averaged across past years (while 

excluding the preceding year), with a memory decay function (Stettner and Lavie 2014). By studying a single 

industry, we control for the environmental antecedents of exploration, such as industry dynamism (Sorensen 

and Stuart 2000), technological change, and resource munificence (Lavie et al. 2010). Finally, firm fixed 

effects and the lagged dependent variable control for remaining unobserved interfirm heterogeneity. 

Following research that relates executives’ characteristics to corporate changes, risk taking, and R&D 

investments (e.g., Wiersema and Bantel 1992; Barker and Mueller 2002; Kish-Gephart and Campbell 2015; 

Sariol and Abebe 2017), we considered various demographic characteristics of CEOs. Besides the CEO’s 

tenure, duality, and origin, we accounted for the CEO’s relevant professional background based on years 

spent in managerial positions prior to the CEO appointment. CEO managerial experience included positions 

in planning, administration, and general management at the corporate office or business units. Because of 

missing values in some CEO characteristics, we incorporated other control variables for the functional 

background of the CEO in an auxiliary analysis. Finally, following research on CEO compensation and risk 

taking (Hoskisson et al. 2017; Benischke et al. 2019; Dai et al. 2020) we controlled for CEO salary, CEO 

stock ownership (the proportion of total common stock owned by the CEO out of the outstanding shares 

reported in the CRSP database), and CEO stock options (value of options granted).  

Analysis  
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Because we observe exploration only when the firm introduces products to the market, we accounted 

for sample selection. We first pooled all observations at the firm-year level, including those years in which 

the firm did not introduce products, to predict the probability that products were introduced in a given year. 

Following prior research (e.g., Katila and Ahuja 2002; Stettner and Lavie 2014; Luger et al. 2018), we 

included the following lagged predictors in the selection model: firm size, firm age, R&D intensity, financial 

solvency, product lifecycle, performance gap, competitive pressure, and number of acquisitions (documented 

in the SDC database), number of alliances formed (based on the SDC and Factiva databases and 10-K forms), 

number of foreign subsidiaries (documented in the Corporate Affiliations database), and product experience 

(count of previously introduced products). The last three variables served as exclusion restrictions that 

impact the probability of product introduction (see Table 2) but are uncorrelated with residuals in the second-

stage model (Certo et al. 2016). Indeed, when they were incorporated in the second-stage models, their 

coefficients were insignificant. To estimate the probability of product introductions, we used a probit model 

with standard errors clustered at the firm level. We report the results of this first-stage selection model in 

Table 2. In line with prior research, the firm’s product experience (Srinivasan et al. 2007), competitive 

pressure (Luger et al. 2018), and number of alliances formed (Katila and Ahuja 2002; Rothaermel and Deeds 

2004) were positively related to subsequent product introductions, while the number of foreign subsidiaries 

(Kumar et al. 2012) was negatively related to it. We include the inverse Mills ratio from this model as a 

control variable labeled λ product introduction in the second-stage models. The weak correlations between 

our independent variables in the second-stage models and the inverse Mills ratio as well as the substantial 

increase in pseudo R2 when the exclusion restriction variables are introduced to the first-stage model attest 

to the strength of our exclusion restriction (Certo et al. 2016).  

We tested our hypotheses using panel data analysis, reporting cross-section, time-series regressions with 

firm fixed effects and first-order autoregressive disturbances to account for autocorrelation (Baltagi 1995; 

Baltagi and Wu 1999). This panel data design enables us to exclude alternative explanations relating to 

interfirm differences while correcting for potential bias ascribed to omitted variables (Benner & Tushman, 

2002). It also facilitates causal interpretation of the findings, with the autocorrelation parameter accounting 
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for temporal stability in product development (Luger et al., 2018). A Hausman test (Greene 2008) revealed 

that the fixed-effects models are superior to the random-effects models, which are also not well aligned with 

our theory. Our models predict a firm’s exploration tendency relative to its mean level while accounting for 

exploration in the prior year. Our model was preferred to alternative model specifications using a generalized 

linear model (GLM), generalized estimating equations (GEE), and a fixed-effects Tobit model, which do not 

account for the autocorrelation in our data (ρ = 0.31). Also, the GEE model fits population-averaged panel 

data, which is inconsistent with our theory. The maximum variance inflation factor (VIF) in the full model 

(Model 8) exceeds the threshold level of 10 (Greene 2008) because of the multiple instances of the 

independent variable. For that reason, we rely on the partial models for hypothesis testing and standardize 

the explanatory variables in our models.    

********** INSERT TABLES 1-3 ABOUT HERE ********** 

RESULTS 

Table 1 reports the means, standard deviations, and correlations of our variables. Most correlations were 

relatively low, with the exception of a correlation between a firm’s age and product lifecycle (r = 0.54), 

which suggests that mature firms tend to retain mature products (Dougherty and Hardy 1996). Table 3 reports 

the results of our second-stage models. Model 1 is the baseline model with the control variables. It reveals 

that a firm’s tendency to explore is influenced by its exploration level in the preceding year (ß = -0.39, p < 

0.001) (Piao and Zajac 2016) and by the firm’s age (ß = -0.98, p = 0.006) (Greve 2007), R&D intensity (ß 

= -0.13, p = 0.006), product lifecycle (ß = 0.32, p = 0.033) (Sirmon et al. 2011), and exploration experience 

(ß = -0.33, p < 0.001). These findings indicate that as a firm matures, it tends to engage in less exploration; 

however, a firm with maturing products tends to explore more given the discounting of outdated products in 

the market and the limited prospects of its existing product portfolio. The negative effect of a firm’s 

exploration experience may suggest that a firm that reaches excessive exploration level following past 

exploration efforts is inclined to restrict its exploration tendency in a search for a balance between 

exploration and exploitation (Lavie and Rosenkopf 2006). The negative effect of a firm’s R&D intensity 

may be due to investing most R&D efforts in refining existing products (Stettner and Lavie 2014). The 
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performance gap’s effect was marginally significant (ß = -0.04, p = 0.088) but became more significant in 

one partial model and in the full model. In line with prior research on performance feedback, performance 

above aspirations mitigates the tendency to explore (Greve 2007; Dothan and Lavie 2016). Similarly, the 

CEO’s tenure undermined the tendency to explore (ß = -0.12, p = 0.066). This effect becomes significant in 

some partial models and in the full model, and is consistent with prior research that reveals that a CEO tends 

to take fewer risks and to avoid strategic changes later in tenure (Finkelstein and Hambrick 1990), especially 

in dynamic technology-driven environments (Wu et al. 2005).  

Model 2 reveals a positive association between a CEO’s risk propensity and the firm’s tendency to 

explore (ß = 0.10, p = 0.054). This effect becomes more significant in some partial models. On average, for 

every one standard deviation increase in the CEO’s risk propensity, the exploration level increases by 10.165 

percentage points (on a scale from 0 to 100%). Given that our finding for the main effect is consistent with 

prior research that relied on surveys and alternative proxies for risk propensity, and that has demonstrated 

their positive association with innovation, entrepreneurship, and other forms of corporate risk taking (e.g., 

Gilley et al. 2002; Kraiczy et al. 2015; Bernile et al. 2017), this validates our measure of risk propensity. 

Model 3 served for testing Hypothesis 1a. In line with this hypothesis, the CEO’s tenure reinforces the 

positive association between the CEO’s risk propensity and the firm’s tendency to explore (ß = 0.10, p = 

0.039). On average, for every one standard deviation increase in the CEO tenure, the contribution of the 

CEO’s average risk propensity to the firm’s exploration level increases by 9.887 percentage points. Figure 

2 depicts the moderating effect of CEO tenure on the association between the CEO’s risk propensity and the 

firm’s tendency to explore. It reveals how the absolute level of exploration drops due to the main effect of 

CEO tenure, but the slope of the risk propensity effect becomes more positive with tenure. Model 4 served 

for testing Hypothesis 1b, revealing that the CEO’s duality positively moderates the effect of the CEO’s risk 

propensity on the firm’s tendency to explore (ß = 0.34, p < 0.001). On average, holding the chairperson 

position increases the contribution of the CEO’s average risk propensity to the firm’s exploration level by 

34.493 percentage points. Figure 3 depicts the moderating effect of CEO duality on the association between 

the CEO’s risk propensity and the firm’s tendency to explore. It reveals that when the CEO is not the 
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chairperson, there is a negative association between the CEO’s risk propensity and the firm’s tendency to 

explore in product development. Finally, Hypothesis 1c was tested using Model 5, which shows how the 

CEO’s origin positively moderates the effect of the CEO’s risk propensity on the firm’s tendency to explore 

(ß = 0.13, p = 0.017). On average, the contribution of an inside CEO’s average risk propensity to the firm’s 

exploration level increases by 12.782 percentage points compared to that of an outside CEO. Figure 4 depicts 

the CEO origin moderation of the CEO’s risk-propensity effect. It reveals that unlike an inside CEO, an 

outside CEO faces a negative association between their risk propensity and the firm’s tendency to explore 

in product development. Overall, our findings furnish support to Hypothesis 1. 

Model 6 served for testing Hypothesis 2. Counter to this hypothesis, we find no support for our prediction 

that the firm’s exploration experience reinforces the positive association between the firm’s tendency to 

explore and the CEO’s risk propensity. Instead, the firm’s exploration experience moderates this association 

negatively (ß = -0.15, p < 0.001). On average, for every one standard deviation increase in the firm’s 

exploration experience, the contribution of the CEO’s average risk propensity to the firm’s exploration level 

decreases by 14.472 percentage points. Figure 5 depicts this moderating effect. A possible explanation for 

this unexpected finding is that a firm with accumulated experience in exploration has reached an excessive 

level of exploration beyond its desirable balance point on the exploration-exploitation continuum. Such a 

firm may strive to restrict its exploration in search of balance (March 1991), thus resisting the effort of a 

CEO who is more risk prone to further facilitate exploration in product development. Finally, Model 7 served 

for testing Hypothesis 3, revealing that competitive pressure reinforces the positive association between the 

CEO’s risk propensity and the firm’s tendency to explore (ß = 0.09, p = 0.045), in line with our conjecture. 

On average, for every one standard deviation increase in competitive pressure, the contribution of the CEO’s 

risk propensity to the firm’s exploration level increases by 8.507 percentage points. Figure 6 depicts the 

moderating effect of competitive pressure. 

********** INSERT FIGURES 2-6 ABOUT HERE ********** 

Robustness Tests   

To test the robustness of our findings, we considered alternative measures and model specifications. 
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First, we replaced our independent variable with measures using a 10-, 20-, and 30-word distance. The effect 

of CEO risk propensity was significant with the 10-word distance but not significant with distances of 20 

words or longer. With the exception of CEO duality for the 10-word distance, all moderators remained 

significant with the 10- and 20-word distances. In turn, besides the firm’s exploration experience and 

competitive pressure, all moderators lost significance with the 30-word distance. This reinforces our choice 

of the 15-word distance as most appropriate. In another analysis, we considered words appearing both before 

and after the CEO’s name, as opposed to only after the CEO’s name. With the exception of the moderating 

effect of competitive pressure, all effects remained significant. Second, we replaced our risk-propensity 

measure with an alternative measure, using three-year and seven-year windows during which the risk-

proneness and risk-aversion words were counted. These models produced consistent findings, although the 

moderating effects of CEO origin and competitive pressure became insignificant. Furthermore, the main 

effect of CEO risk propensity became insignificant with the three-year window and more significant with 

the seven-year window, suggesting that the effect of risk propensity remains stable over longer timeframes.   

Third, we considered alternative formulas for risk propensity, e.g., RP RA
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, all of which produced a 

significant positive effect on the firm’s tendency to explore. We retained our reported measure, which is 

standardized by the number of press items, takes values when there are no press items, and is not transformed 

non-linearly. Fourth, we considered alternative time lags for our independent variables. With no time lag 

relative to the dependent variable, only the interaction between the CEO’s risk propensity and the firm’s 

exploration experience remained significant. With a two-year lag, none of the effects was significant. When 

maintaining a two-year lag for new products and a one-year lag for product versions and adjusting the 

dependent variable accordingly, we obtained consistent findings that were significant for the CEO duality 

and competitive pressure moderators despite the loss of degrees of freedom. These results are in line with 

our model specification that assumes a one-year lag for both new products and versions of existing products.  
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Fifth, although in all models there was no temporal overlap between our dependent and independent 

variables, to further mitigate the reversed causality concern, we had three of our coders independently code 

the press items for a subsample of 20 CEOs. We found that 73.890% of the coded words between year t-4 

and year t refer to risk propensity rather than to actual risk taken, and only one press item mentioned a 

product launch in connection with a risk-taking word; even then, there was no overlap with the products 

launched at year t+1 during which we measure our dependent variable. Firms probably avoid including risk-

related words in their product announcements in the press, given their negative connotation in that context. 

In another analysis, we included year fixed effects to account for intertemporal shocks, while dropping the 

AR(1) parameter. With the exception of the year 1997, none of the year effects was significant. Given the 

high autocorrelation and insignificant year effects, we retained our reported models. Additionally, to 

eliminate the possibility of a potential “bubble burst” effect, we dropped all observations relating to the year 

2000, and our reported findings remained intact.    

Sixth, we tested a GLM specification with firm and year fixed effects and robust standard errors, which 

produced consistent results, with the moderating effects of the CEO’s duality and origin and the firm’s 

exploration experience remaining significant. Seventh, we replaced the firm fixed effects with CEO fixed 

effects in order to ensure that our findings could not be ascribed to selection of CEOs with a risk profile that 

matches the firm’s exploration tendency. Despite the loss of degrees of freedom, with the exception of the 

moderating effect of competitive pressure, our findings remained intact, exhibiting an even stronger main 

effect of CEO risk propensity. Still, the CEO fixed effects may be confounded with the risk propensity of 

the CEO, which is relatively stable over time. Hence, the firm fixed effects model is better aligned with our 

theory and enables us to control for unobserved interfirm heterogeneity.  

Eighth, we tested a curvilinear moderation effect of the CEO tenure. This alternative prediction considers 

that at the outset of their tenure and before they manage to build coalitions, CEOs are less likely to alter their 

firms’ strategies. Once they have established legitimacy and gained stakeholder support, CEOs can modify 

established routines and shape these strategies in line with their risk propensity. But in the later years of their 

tenure, CEOs are less likely to institute further changes (Virany et al. 1992; Henderson et al. 2006). Hence, 
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while the CEO’s ability to lead change may initially increase with tenure, it could decline beyond a certain 

threshold. We thus introduced a quadratic effect of CEO tenure and its interaction with the CEO’s risk 

propensity, but neither effect was significant, which reconfirms the linear function reported in our model. 

Ninth, we added a dummy variable indicating whether the CEO was succeeded in a particular year, but its 

effect was insignificant and our findings remained unchanged. We excluded this variable from our reported 

model because of its correlation with the CEO’s tenure. In another analysis, we dropped 191 observations 

relating to succession years. The corresponding effects were consistent with our reported findings, revealing 

enhanced significance for the CEO risk propensity and CEO-related moderators. These analyses demonstrate 

that exploration in product development is driven by the CEO’s risk propensity rather than by selection of 

CEOs with a particular risk propensity that fits the firm’s exploration tendency.   

Tenth, we considered additional moderators that may set boundary conditions for the effect of the CEO’s 

risk propensity on the firm’s tendency to explore, including the firm’s size, age, R&D intensity, solvency, 

and performance feedback, and the industry’s exploration experience, but none of them was significant. We 

then considered the variability in the firm’s exploration experience, finding that the standard deviation in the 

firm’s exploration in the preceding five years positively moderates the effect of the CEO’s risk propensity 

on exploration in product development. Hence, besides past experience with exploration, lack of consistent 

routines for either exploration or exploitation enable the CEO to align the firm’s exploration with the CEO’s 

risk propensity. Eleventh, we incorporated additional controls, such as the firm’s advertising intensity, 

number of products in its portfolio, exploration via acquisitions, number of board members, proportion of 

outside board members, and the previous CEO’s tenure in the firm, but none was significant, while missing 

values drastically reduced our sample size. Hence, we excluded these controls. Similarly, we incorporated 

additional CEO demographic controls, such as the CEO’s gender, education, founder status, and prior 

experience in the software industry and in functional domains of finance, operations, marketing, R&D, 

strategy, and consulting, as well as in academia. These controls had no significant effects on exploration, 

with the exception of gender and experience in consulting and operations, which were significant in some 

models. Still, our findings remained intact despite the resulting loss of degrees of freedom. We excluded 
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these controls because of missing values and their confounding effects. Next, our findings were insensitive 

to the exclusion of control variables, such as the product lifecycle, and did not materially change when we 

dropped all of the controls including the lagged dependent variable and inverse Mills ratio, which was 

insignificant in our reported models. Finally, our findings were robust to the exclusion of outliers. Overall, 

the auxiliary analyses bestow confidence in our model specification and the robustness of our findings.  

DISCUSSION 

Scholars have paid little attention to the managerial antecedents of exploration. However, unlike factors 

that can explain inter-firm differences in tendencies to explore, managerial behavior can also explain changes 

in a firm’s tendency to explore over time. We consider how a CEO’s risk propensity shapes a firm’s 

exploration tendency. Whereas prior studies have suggested that risk proneness facilitates the tendency to 

explore, we reveal that this occurs only under stringent environmental, organizational, and personal 

conditions that influence managerial discretion. In particular, competitive pressure creates a sense of urgency 

that reinforces the association between the CEO’s risk propensity and risk taking. In turn, when the CEO’s 

power is limited and the firm has already reached an excessive level of exploration, the CEO may fail to 

align the firm’s exploration tendency with risk propensity. Hence, risk propensity does not automatically 

translate to exploration in product development, and it can in fact backfire.  

Our study offers several contributions to the literature on exploration and exploitation. First, we bring 

to light an important yet often overlooked driver of firms’ exploration tendencies, namely their CEOs’ risk 

propensities. We thus complement studies that have underscored executives’ cognitive processes when 

managing the balance between exploration and exploitation (e.g., Gibson and Birkinshaw 2004; Smith and 

Tushman 2005; Smith 2014; Heavey and Simsek 2017). This research directs attention to executives’ 

psychological dispositions, such as regulatory focus, cognitive style, and transactive memory, which account 

for the tendency to explore versus exploit (Tuncdogan et al. 2015). In turn, we perceive the CEO as a change 

agent responsible for initiating, making, and monitoring strategic change in the firm (Schein 1992), so that 

the CEO’s risk propensity can instigate a firm’s transition between exploration and exploitation. This risk 

propensity also explains why firms that operate in the same industry exhibit different exploration tendencies. 
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Our main contribution is in demonstrating that the CEO’s risk propensity drives exploration only when 

certain conditions are met. Departing from research that has implied a straightforward association between 

risk propensity and innovation (Gilley et al. 2002; Kraiczy et al. 2015), we explain under what conditions 

the CEO’s risk propensity can steer a firm away from balance on the exploration-exploitation continuum. 

We contend that the aftermath of this process depends on personal, organizational, and environmental 

conditions that interplay with the CEO’s risk propensity in shaping the firm’s position on this continuum. 

Our study explains how the CEO’s power, which derives from tenure, duality, and insider origin, enables 

the CEO to align the firm’s exploration tendency with that CEO’s risk propensity. Although less risk is taken 

with tenure in the CEO position (Finkelstein and Hambrick 1990; Wu et al. 2005), some of this inclination 

is countervailed by the reinforcing effect of tenure in the case of a CEO who is more risk prone. The ability 

to gather support for risky exploration is also prevalent when the more risk-prone CEO assumes the 

chairperson position or can leverage organizational familiarity and social networks by virtue of being an 

insider to the firm. In fact, when the CEO has originated from outside the firm and is scrutinized by an 

independent board and its chairperson, the firm’s exploration tendency may counter the CEO’s risk 

propensity. We conclude that a long-tenured CEO, one who was grown in the firm, or a CEO who captures 

the chairperson position more easily gains support for exploration by resorting to an established coalition 

(Simsek 2007). This enables the CEO to foster exploration in product development per the CEO’s risk 

propensity. Unless the CEO enjoys sufficient power, the inducement to explore, which is invoked by risk 

propensity, is insufficient for prompting exploration.  

Nevertheless, the ability of a CEO who is more risk prone to foster exploration depends not only on the 

CEO’s personal power but also on external and internal pressures. The entry of competitors into the firm’s 

product domain creates urgency to improve the firm’s market position. A CEO who is more risk prone can 

leverage this pressure to promote an agenda for exploration. In turn, such a CEO is likely to encounter 

difficulties when instigating exploration in a firm that has already accumulated extensive exploration 

experience. As a result, such a firm would transition from exploration to exploitation despite the CEO’s risk 

propensity. A possible explanation for this counterintuitive result is that firms continuously strive to balance 
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exploration and exploitation (Lavie et al. 2010); otherwise, they may bear the cost of experimentation 

without benefiting from exploitation (March 1991). Thus, even if a firm’s managers and employees have 

become accustomed to exploration, they can foresee the caveats of excessive exploration. Once the firm has 

accumulated excessive exploration experience and exhausted its most promising product development 

opportunities, it may seek to avoid taking further risk. This counterbalances a more risk-prone CEO’s 

aspiration to foster exploration and limits the CEO’s discretion (Hambrick and Finkelstein 1987; Ford et al. 

2008). Paradoxically, over time, a CEO who is more risk prone may push the firm to explore extensively, 

but by so doing that CEO exhausts the employees’ will and ability to strive for further exploration. We 

suspect that excessive exploration strains the firm and consumes resources that could otherwise be allocated 

to more productive and less risky endeavors (Levinthal and March 1993). Thus, when the CEO’s risk 

proneness endangers the firm, middle managers, in charge of discovering exploration opportunities, may 

withhold information (Siggelkow and Rivkin 2006). This suggests that firms have a certain potential for 

exploration, and beyond that exploration capacity, firms’ abilities to further their exploration efforts in 

product development are constrained. While scholars have long argued that firms encounter path dependence 

and thus face challenges when seeking to balance exploration and exploitation, our study reveals that a firm 

would still strive for balance after reaching excessive levels of exploration, and even a CEO who is more 

risk prone cannot overturn this pursuit. Beyond a certain level of exploration, a CEO who is more risk prone 

cannot prompt the firm to develop many new products, even though the firm has done so in the past. This 

may explain why Apple, which has continuously increased its rate of new product releases to the market, 

eventually turned to versioning its established products. After the successful introduction of the iPhone, 

Apple would have been short-sighted not to exploit this market with subsequent versions of the iPhone. Since 

exploration and exploitation compete for scarce resources and involve conflicting routines (Lavie and 

Rosenkopf 2006), excessive exploration diverts resources from exploitation and steers the firm away from 

its balance point.  

Finally, we contribute to the dynamic perspective on balancing exploration and exploitation (Luger et 

al. 2018) by pointing to personal, organizational, and environmental conditions that interplay with the CEO’s 
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risk propensity in driving such dynamics. Understanding the mechanisms that shape the dynamics of 

exploration and exploitation is central for research aiming to explain how firms achieve balance. Our study 

shifts focus from the means for maintaining balance at a given time to the dynamics characterizing firms’ 

efforts to adjust their exploration and exploitation tendencies. Recent research has offered insights into the 

evolution of firms’ balance between exploration and exploitation (Klarner and Raisch 2013; Kang and Kim 

2020) but left unattended the question of how executives shape the evolution trajectory. We answer this 

question by revealing the nuanced way by which a CEO’s risk propensity influences the firm’s transitions 

between exploration and exploitation. Instead of studying the pattern of transitions, we uncover their triggers. 

Managerial Implications 

Our study offers insights into the CEO’s role in driving or inhibiting the dynamics of exploration and 

exploitation. A CEO who is more risk prone cannot strive for exploration if lacking power, there is no 

competitive pressure, or the firm has over-explored. Specifically, a CEO who lacks tenure, insider status, or 

duality needs to build internal coalitions and garner organizational support for exploration. Even a CEO who 

enjoys discretion needs to assess the firm’s idiosyncratic balance point and avoid drifting away from it. 

Advocating exploration without the supportive conditions is analogous to pushing the gas pedal in a car 

when the gear is in neutral; although the engine will roar, the car will not move. Similarly, a firm that has 

reached an optimal level of exploration may exhibit reluctance to follow its CEO’s risky pursuit.  

Our study also offers valuable insights for boards that monitor CEOs and maintain their firms’ balance 

between adaptability and stability. Boards need to carefully assess CEOs’ risk profiles to determine whether 

their behavioral inclinations are in line with firm traditions of exploration and exploitation. As our study 

shows, a CEO who is more risk prone is likely to foster even greater exploration during tenure, especially if 

the CEO originates from inside the firm and captures the chairperson position. This means that the board of 

a firm with a tradition of exploration should be concerned about powerful CEO who is more risk prone. It 

may be counterintuitive to worry about a CEO whose risk propensity is aligned with the firm’s corporate 

history and culture, but as Tim Cook’s tenure at Apple revealed, an apparent misfit can pay off. A CEO with 

the right risk propensity can be effective in a firm seeking a desirable balance point on the exploration-
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exploitation continuum.   

Limitations and Future Research Directions 

Our study offers important insights but faces limitations. First, extending recent research that 

underscores the CEO’s personality (Gerstner et al. 2013; Nadkarni and Chen 2014; Gamache and McNamara 

2019), we focused on the risk propensity of the CEO. Future research may consider how other personality 

traits, such as the CEO’s narcissism, creativity, and regulatory focus, may affect the firm’s tendency to 

explore or exploit (e.g., Higgins 1998; Kammerlander et al. 2015; Tuncdogan et al. 2015). Moreover, further 

research is needed to study the role of the CEO’s cognition (e.g., Wilden et al. 2018). Although scholars 

have examined how executives’ orientation relates to a firm’s adaptation to its environment (Chaganti and 

Sambharya 1987; Wiersema and Bantel 1992; Bigley and Wiersema 2002) or how the CEO’s cognitive style 

is tied to radical product innovation (De Visser and Faems 2015), future research can examine how the 

CEO’s confidence (Hayward and Hambrick 1997; Chatterjee and Hambrick 2011) or temporal depth 

(Bluedorn 2002) relates to transitions between exploration and exploitation.  

Additionally, constraints on data availability prevented us from studying the risk propensity of other 

senior executives, besides the CEO, who may influence exploration. This creates opportunities for future 

research to study the interactions between executives with different risk propensities, and to reveal to what 

extent such differences can be reconciled when balancing exploration and exploitation. Next, we could not 

measure some of the mechanisms invoked by our theory, such as the association between risk propensity 

and risk taking, which has been demonstrated elsewhere (e.g., Sitkin and Weingart 1995). We also provided 

a post hoc explanation for the contradictory finding relating to the moderating effect of the firm’s exploration 

experience, but further research is needed to corroborate our explanation of over-exploitation and the firm’s 

resistance to drifting away from its balance point. Furthermore, although we considered various boundary 

conditions at the personal, organizational, and environmental levels, additional contingencies should be 

studied, such as the firm’s governance and incentives, the CEO’s interpersonal networks, and the firm’s 

alliance networks, which can facilitate the tendency to explore versus exploit (e.g., Duysters et al. 2020).  

Empirically, we relied on media coverage to measure CEOs’ risk propensity. Although our conservative 
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measure supports longitudinal analysis and offers advantages over proxies based on demographic data, 

scholars may rely on alternative sources, such as conference calls. Our textual analysis is more accurate than 

indirect proxies such as obtaining a pilot license, but may not be as direct as relying on a survey. Additionally, 

we studied the U.S. pre-packaged software industry, which exhibits innovation emanating from public firms. 

Although generalization to contexts such as computing and electronics (e.g., Apple’s frequent introduction 

of new products and versions of its iPhone product) is straightforward, future research may study the 

generalizability of our findings in less dynamic industries, in other countries, or in small family firms in 

which the CEO is more actively involved in product development efforts (e.g., Kraiczy et al. 2015). Of 

particular interest are industries with longer product development cycles. Whereas in the software industry, 

developing a new product often takes about the same time as introducing a version of an existing product, 

the R&D needed, for example, to introduce a new drug may take years more than to release a modified 

version of an existing drug. This means that in biopharmaceuticals, the transition to exploration prompted 

by a CEO who is more risk prone may be slower than the transition to exploitation. Similarly, in the software 

industry, product development efforts almost always lead to the announcements of product introductions, 

which we observe, yet in other industries, such as biopharmaceuiticals, failed product development is more 

frequent and hence less observed. Additionally, although we believe that our findings are generalizable to 

the current time period, in our sample most CEOs held the chairperson position, whereas the recent trend is 

to split the CEO and chairperson positions in large publicly traded firms (Joseph 2019). Future research may 

examine how sources of CEO power influence the association between CEO personality traits and strategic 

decisions such as new product development. Finally, our study limits concern to exploration in product 

development, but firms can also explore via other means such as alliances and acquisitions (e.g., Stettner and 

Lavie, 2014), so future research may generalize our findings to other modes of exploration.  

In conclusion, despite a rich literature on exploration and exploitation, research on their managerial 

antecedents remains relatively scarce. Our study demonstrates that CEOs’ risk propensities drive their firms’ 

exploration tendencies only under certain conditions relating to the prevalent competitive pressure, the 

CEO’s power in the firm, and organizational experience with exploration. The CEO’s risk propensity, in and 
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of itself, is insufficient for steering the firm away from its presumed balance point between exploration and 

exploitation. We hope that our study paves the way for future research on the managerial antecedents of the 

dynamics of exploration and exploitation. 
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TABLES AND FIGURES 
TABLE 1: Descriptive Statistics and Pairwise Correlations (N = 1,283) 
  Variable Mean Std. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
1 Firm explorationt+1 0.47 0.31                    
2 Firm exploration 0.49 0.32 0.36                   
3 Firm size 0.26 1.02 -0.07 -0.06                  
4 Firm age 12.25 7.77 0.00 -0.01 0.08                 
5 Firm R&D intensity 0.22 0.22 -0.09 -0.04 -0.12 -0.13                
6 Product lifecycle 3.03 1.78 -0.04 -0.07 0.07 0.54 -0.09               
7 Exploration alliances 0.44 0.33 -0.04 -0.04 0.09 -0.07 0.03 0.01              
8 Performance gap -0.07 1.40 0.01 -0.00 0.01 0.03 -0.21 0.01 -0.00             
9 Firm exploration experience 0.54 0.27 0.29 0.32 -0.08 -0.04 0.03 -0.09 0.01 -0.00            

10 Industry exploration experience 0.51 0.04 -0.01 0.09 -0.03 -0.04 0.02 -0.08 0.01 -0.01 -0.00           
11 Competitive pressure 57.58 41.79 -0.16 -0.15 0.29 0.14 -0.02 0.21 0.14 0.02 -0.21 -0.25          
12 CEO tenure 5.64 6.29 -0.00 -0.00 0.09 0.36 -0.15 0.08 -0.11 0.02 -0.04 0.07 0.01         
13 CEO duality 0.62 0.48 -0.04 -0.04 0.06 0.01 -0.08 -0.04 -0.02 -0.00 -0.02 0.04 0.02 0.26        
14 CEO origin (insider) 0.62 0.49 0.03 0.01 0.04 -0.09 -0.02 -0.22 -0.05 0.01 0.02 0.07 -0.13 0.30 0.25       
15 CEO managerial experience 2.30 4.17 0.01 -0.01 -0.01 -0.01 0.04 0.02 0.09 -0.00 -0.03 -0.04 0.09 -0.19 -0.09 -0.18      
16 CEO salary 0.20 0.18 0.01 -0.00 0.32 0.23 -0.11 0.20 0.10 0.02 -0.03 -0.15 0.32 0.12 0.09 -0.00 0.03     
17 CEO stock ownership 0.06 0.12 0.05 0.04 -0.03 0.08 -0.11 -0.00 -0.09 0.03 0.01 -0.08 0.03 0.35 0.12 0.23 -0.11 0.07    
18 CEO stock options 8.66 72.60 -0.03 -0.03 0.18 -0.02 -0.06 -0.01 0.03 0.01 -0.07 -0.04 0.12 0.03 0.05 0.03 0.02 0.23 0.02   
19 CEO risk propensity 

 
                          
                          
                          
                          
                          
                           
                           
                          
                          
                         
                          
                          
                           
                          
                           
                          
                          
                          
                          
                          
                          
                            
                           
                           
                           
                           

1.56 0.40 -0.09 -0.13 0.10 0.07 -0.07 0.14 0.11 -0.01 -0.10 -0.16 0.28 -0.11 -0.03 -0.11 0.11 0.15 0.00 0.15  
20 λ product introduction 0.10 1.05 -0.19 -0.22 0.22 0.21 -0.09 0.32 0.13 0.01 -0.28 -0.05 0.43 0.04 0.06 -0.09 0.05 0.33 -0.08 0.05 0.20 
Correlations larger than 0.06 in absolute value are significant at the 5% level. 

 

TABLE 2. First-Stage Probit Model for Product Introduction 
Dependent variable: Product introduction in year t+1 
Firm size 4.26 (2.89) 
Firm age -0.05 (0.05) 
Firm R&D intensity -0.02 (0.05) 
Firm solvency 0.13† (0.07) 
Product lifecycle -0.03 (0.07) 
Product experience 0.95** (0.36) 
Alliances formed 0.65** (0.23) 
Acquisitions 0.03 (0.09) 
Foreign market subsidiaries -0.17** (0.07) 
Performance gap 0.08 (0.17) 
Competitive pressure 0.19* (0.09) 
Constant 2.36*** (0.37) 
N firm-years (N selected) 1,561 (1,426) 
Pseudo R2 0.178 
Wald χ2  66.57*** 

   Standardized coefficients. Standard errors clustered at the firm. Significance levels: † p < 0.10, * p < 0.05, ** p < 0.01, *** p < 0.001. 
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TABLE 3: Results of Fixed-Effects Panel Model Predicting Firm Exploration 

Firm explorationt+1 Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 
 Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE 
CEO risk propensity   0.10† 0.05 0.11* 0.05 -0.09 0.07 0.09† 0.05 0.11* 0.05 0.10† 0.05 -0.09 0.07 
CEO risk propensity × CEO tenure     0.10* 0.05         -0.05 0.10 
CEO risk propensity × CEO duality       0.34*** 0.08       0.32*** 0.09 
CEO risk propensity × CEO origin         0.13* 0.05     0.11 0.11 
CEO risk propensity                                            

× Firm exploration experience 
          -0.15** 0.05   -0.13** 0.05 

CEO risk propensity                                            

× Competitive pressure 
            0.09* 0.04 0.09* 0.04 

Firm fixed effects Included Included Included Included Included Included Included Included 
Firm exploration -0.39*** 0.04 -0.39*** 0.04 -0.39*** 0.04 -0.39*** 0.03 -0.39*** 0.04 -0.40*** 0.04 -0.39*** 0.04 -0.40*** 0.04 
Firm size -0.02 0.04 -0.01 0.04 -0.01 0.04 -0.01 0.04 -0.01 0.04 -0.01 0.04 -0.02 0.04 -0.02 0.04 
Firm age -0.98** 0.35 -1.08** 0.36 -1.07** 0.36 -1.11*** 0.35 -1.05** 0.36 -1.07** 0.36 -1.04** 0.36 -1.05** 0.35 
Firm R&D intensity -0.13** 0.05 -0.13** 0.05 -0.13** 0.05 -0.13** 0.05 -0.14** 0.05 -0.14* 0.05 -0.13** 0.05 -0.14** 0.05 
Product lifecycle 0.32* 0.15 0.33* 0.15 0.32* 0.15 0.36* 0.15 0.31* 0.15 0.31* 0.15 0.32* 0.15 0.31* 0.15 
Exploration alliances 0.00 0.03 -0.00 0.03 -0.00 0.03 -0.01 0.03 -0.00 0.03 -0.01 0.03 -0.00 0.03 -0.01 0.03 
Performance gap -0.04† 0.02 -0.04† 0.02 -0.04† 0.02 -0.04† 0.02 -0.04† 0.02 -0.05* 0.02 -0.04† 0.02 -0.05* 0.02 
Firm exploration experience -0.33*** 0.07 -0.31*** 0.07 -0.31*** 0.07 -0.30*** 0.07 -0.32*** 0.07 -0.38*** 0.07 -0.31*** 0.07 -0.37*** 0.07 
Industry exploration experience -0.02 0.03 -0.02 0.03 -0.01 0.03 -0.01 0.03 -0.02 0.03 -0.02 0.03 -0.02 0.03 -0.01 0.03 
Competitive pressure -0.04 0.07 -0.04 0.07 -0.04 0.07 -0.06 0.07 -0.04 0.07 -0.06 0.07 -0.04 0.07 -0.07 0.07 
CEO tenure -0.12† 0.06 -0.12† 0.06 -0.15* 0.06 -0.14* 0.06 -0.15* 0.06 -0.13* 0.06 -0.16* 0.07 -0.18** 0.07 
CEO duality 0.03 0.09 0.03 0.09 0.02 0.09 -0.07 0.09 0.03 0.09 0.03 0.09 0.04 0.09 -0.05 0.09 
CEO origin (insider) 0.04 0.11 0.03 0.11 0.03 0.11 0.03 0.11 0.05 0.11 0.02 0.11 0.02 0.11 0.04 0.11 
CEO managerial experience 0.07 0.05 0.07 0.05 0.08 0.05 0.07 0.05 0.08 0.05 0.07 0.05 0.08 0.05 0.08 0.05 
CEO salary -0.02 0.05 -0.02 0.05 -0.02 0.05 -0.00 0.05 -0.02 0.05 -0.02 0.05 -0.02 0.05 -0.00 0.05 
CEO stock ownership 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.05 0.05 0.05 0.06 0.05 0.06 0.05 0.06 0.05 
CEO stock options 0.04 0.04 0.03 0.04 0.03 0.04 0.03 0.04 0.03 0.04 0.02 0.04 0.03 0.04 0.01 0.04 
λ product introduction 0.08 0.09 0.08 0.09 0.08 0.09 0.08 0.09 0.08 0.09 0.07 0.09 0.08 0.09 0.08 0.09 
Constant -0.05 0.07 -0.06 0.07 -0.04 0.07 0.01 0.07 -0.06 0.07 -0.07 0.07 -0.06 0.07 -0.01 0.07 
AR(1) parameter 0.31   0.31   0.31   0.32   0.31   0.32   0.31   0.32   
N firm-years 1,064  1,064  1,064  1,064  1,064  1,064  1,064  1,064  
Number of firms 219   219   219   219   219   219   219   219   
F 8.35***  8.12***  7.93***  8.85***  8.00***  8.29***  7.95***  8.08***  
R2 0.400  0.401  0.402  0.406  0.403  0.404  0.402  0.411  

Standardized coefficients. Significance levels: † p < 0.10, * p < 0.05, ** p < 0.01, *** p < 0.001. 
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FIGURE 1: Product Introductions of the Sampled Firms 
During 1990–2000 
 

FIGURE 2: Firm Exploration Level by CEO Risk 
Propensity and CEO Tenure 

  
FIGURE 3: Firm Exploration Level by CEO Risk 
Propensity and CEO Duality 

FIGURE 4: Firm Exploration Level by CEO Risk 
Propensity and CEO Insider 

   
FIGURE 5: Firm Exploration Level by CEO Risk 

Propensity and Firm Exploration Experience 
FIGURE 6: Firm Exploration Level by CEO Risk 

Propensity and Competitive Pressure 
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APPENDIX: Dictionary of Risk-Propensity Words 
 
Risk-aversion words  Risk-seeking words 
avoid*   adventur* 
careful*   alter* 
cautious*   bold 
charily   brave 
chary   careless* 
conserve*   courageous* 
cower*   *danger* 
discourag*   daring 
dither*   dauntless 
eschew*   defy* 
guarantee*   enterpris* 
guard*   explor* 
hesitant   fearless* 
hesitat*   gambl* 
insecure*   has the guts 
keep* away from  *hazard* 
maintain*   heedless* 
meticulous   improvis* 
plan*   imprudent* 
play* safe   intrepid* 
preserv*   menace 
protect*   modif* 
prudent   opportunit* 
refrain*   *peril* 
reluctan*   pioneer* 
resist*   prospect 
retain*   rash* 
safe*   reckless* 
scrupulous*   risk* 
secur*   seize 
shield*   speculat* 
shun* away from  take a chance 
sidestep*   unafraid 
stabiliz*   unconcern* 
stay* away from  uncontrol* 
stay* clear from  unsafe 
sustain*   valiant 
think* through  wager 
turn* away    
vigilant    
    

 
 


