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Abstract
We introduce and assess the use of supervised learning in cross-domain topic classification. In this approach,

an algorithm learns to classify topics in a labeled source corpus and then extrapolates topics in an unlabeled

target corpus from another domain. The ability to use existing training data makes this method significantly

more efficient thanwithin-domain supervised learning. It also has three advantages over unsupervised topic

models: the method can be more specifically targeted to a research question and the resulting topics are

easier to validate and interpret. We demonstrate the method using the case of labeled party platforms

(source corpus) and unlabeled parliamentary speeches (target corpus). In addition to the standard within-

domainerrormetrics,we further validate thecross-domainperformanceby labelinga subsetof target-corpus

documents. We find that the classifier accurately assigns topics in the parliamentary speeches, although

accuracy varies substantially by topic. We also propose tools diagnosing cross-domain classification. To

illustrate the usefulness of the method, we present two case studies on how electoral rules and the gender

of parliamentarians influence the choice of speech topics.

Keywords: cross-domain classification, supervised learning, text analysis, manifesto corpus, parliamentary

speeches, electoral reform, debate participation

1 Introduction

Social scientists have expended significant resources to hand-code political text data. For exam-

ple, the Comparative Agendas Project and the Manifesto Project have coded many documents

across a variety of politically relevant categories (Budge et al. 2001; Jones andBaumgartner 2005).

Scholars have used this hand-coded data to measure quantities of interest in studies on party

competition, legislative politics, and political stability, among others (e.g., Böhmelt et al. 2016;

Tavits and Letki 2009; Tsebelis 1999). Meanwhile, an increasing number of studies are using a

hand-codedsubsampleof textdata toautomatically codeunlabeleddocumentsusing supervised-

learning techniques (Grimmer and Stewart 2013). These studies train and test supervised-learning

models on certain types of text documents, suchas tweets or legislative texts, to classify unlabeled

text documents of the same type to the same categories (e.g., Anastasopoulos and Bertelli 2020;

Barberá et al. 2021; Hopkins and King 2010; Workman 2015). We call this approach within-domain

supervised learning.

In this paper, we study and assess the use of supervised-learning approaches to cross-domain

topic classification of political texts. In this approach, the supervised-learning models are trained

and tested based on a certain type of text document to classify texts belonging to a different

type of text document. Compared with within-domain classification, cross-domain classification

significantly reduces the data collection costs, because researchers can use existing training data.

In contrast to unsupervised-learning approaches, such as latent Dirichlet allocation (LDA), we
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can validate our model using well-established metrics (Hastie, Tibshirani, and Friedman 2009;

Wilkerson and Casas 2017).

We use existing hand-annotated party platforms from themanifesto corpus as a source corpus

to categorize the topics of parliamentary speeches. Manifestos and parliamentary speeches

are related to each other, because both types of documents focus on the policy priorities of

parties or party members. However, they also have multiple differences. While manifestos detail

parties’ electoral programs, speeches are statements of individual parliamentarians held a�er

parliamentary elections (e.g., König, Marbach, and Osnabrügge 2013; Laver, Benoit, and Garry

2003; Proksch and Slapin 2014). Cross-domain analysis could be used in future research to

compare priorities expressed in party manifestos, speeches, coalition agreements, legislative

texts, and social media data.

Methodologically, we start by training a machine classifier to learn topics from the annotated

party platforms in the manifesto corpus. The manifesto corpus is one of the largest and most

widely used hand-annotated corpora of political documents (e.g., Mikhaylov, Laver, and Benoit

2012; Slapin and Proksch 2008; Zirn et al. 2016). It includes over 115,000 English-language state-

ments labeled according to 44 narrow topics and 8 broad topics.

A�er training the topic predictor usingmachine learning, we use it to classify topics in a corpus

of parliamentary speech transcripts from the New Zealand Parliament. This target corpus encom-

passes the universe of parliamentary speeches for the period from 1987 to 2002.We calculate both

the most likely topic and the entire distribution of topic probabilities for each speech.

To validate that the topic prediction works in the new domain, we compare predictions to

thosemadeby an expert coder for 4,165 parliamentary speeches. The coder received training from

the Manifesto Project and coded speeches based on manifesto categories following the project’s

guidelines. We find that the accuracy is similar to the expected accuracy inherent in human coder

misclassification. We assess the replicability of our findings by asking three additional coders to

code a subset of the speeches. For additional robustness, we show that the topic predictions have

similar accuracy in speeches by U.S. Congressmen.

We propose two tools for diagnosing cross-domain classificationwithout annotating the target

corpus. First, we establish that the within-domain accuracy by topic is a strong predictor of cross-

domain accuracy. Second, we introduce a diagnostic metric, feature congruence, which captures

the semantic equivalence of a classified topic in the source corpus and the target corpus. Higher

feature congruence predicts greater cross-domain accuracy for a given topic. Together, these

diagnostic steps identifywhich topics canor cannotbe reliably classified ina targetdomain,before

expensive additional hand-annotation is undertaken.

Finally, we illustrate two applications of cross-domain supervised learning. First, we study the

consequences of New Zealand’s 1993 electoral reform, which changed the system from first-past-

the-post to mixed-member proportional representation (Vowles et al. 2002). We find that the

reform significantly increased attention toward the issue of political authority, which includes

discussions about political stability and party competence. In the second application, we study

whether the gender of New Zealand parliamentarians is related to their debate participation on

certain topics. We find that women speak more about welfare, whereas men talk more about

external relations (Bäck and Debus 2019).

Our paper adds to the literature by demonstrating and assessing the opportunities to use

supervised learning for cross-domain text classification in a setting that is relevant for applied

political scientists. Recent work uses machine-learning models to analyze text across domains,

but focuses on settings in which the source and target corpora differmore substantially. Burscher,

Vliegenthart, and De Vreese (2015) assess the cross-domain classification of Dutch-language

news articles and parliamentary questions using issue categories from the Comparative Agendas

Project. Yan et al. (2019) use data on U.S. Congress speeches and media platforms to predict
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Table 1. Summary of design factors for topic classification methods.

Dictionaries: Dictionaries: Topic Supervised Supervised

customs generic modeling learning: learning:

within-domain cross-domain

Design efficiency Low High High Low High

Annotation efficiency High High High Low Moderate

Specificity High Moderate Low High Moderate

Interpretability High High Moderate High High

Validatability Low Low Low High High

Notes: Overview of the pros and cons of the main methods for topic classification in political science. The
columns list the methods, whereas the rows list the design factors underlying the choice of method.

partisanship across domains. These studies find that cross-domain classification does not work

well in their respective contexts.

Next, we present a toolkit that can be used to assess and validate the cross-domain clas-

sification of topics. In addition to inspecting within- and cross-domain classification accuracy

metrics,we review their performanceby topic andpropose two tools for diagnosing cross-domain

classification. Our tools can help conserve scarce empirical resources by helping researchers

focus on analyzing topics that can be reliably measured in a target domain. Finally, we share our

code, trained models, and hand-annotated data, which researchers can use to assess alternative

methods for cross-domain classification.

2 Background: Topic Classification in Political Science

In political science, there are three main approaches to categorizing individual documents

(Grimmer and Stewart 2013)—lexicon-based pattern matching, unsupervised topic models, and

supervised-learning classifiers. This section discusses the pros and cons of thesemethods, aswell

as those of supervised learning for cross-domain classification.

Building upon Quinn et al. (2010), Table 1 summarizes the main approaches along five design

factors. First, design efficiency assesses the amount of time an expert researcher would spend

designing a classification system. Second, annotation efficiency denotes the time needed to

annotate documents. Third, specificity refers to how much the system can be targeted toward

answering specific questions or exploring particular features in the data. Fourth, interpretability

summarizes how straightforward it is to interpret the resulting topic classifications. Finally, val-

idatability refers to the feasibility of validating topics—that is, checking whether the classifier is

correctly grouping topics.

The dictionary- or lexicon-based approachworks by searching for particular textual patterns in

the text toassign topics. Researchers cancreate their owndictionariesby identifyingwords related

to the topic of interest. For example, previous work identifies a lists of words related to “women”

to detect documents on issues or topics that are important for women (e.g., Pearson and Dancey

2011). Alternatively, researchers canuse existing generic dictionaries, suchas the Linguistic Inquiry

and Word Count dictionary (Pennebaker et al. 2015).

Custom dictionaries entail significant up-front costs for the researcher to build the tags dictio-

nary, but a�er that, the annotation costs are zero. They have high specificity in the sense that they

give the researcher full control over the dimensions of text they would like to target. For instance,

if one is interested in women’s issues, one can search for that topic. The method is also highly

interpretable, because the tags already contain expert knowledge and can be easily inspected.
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Generic dictionaries (like custom dictionaries) have the advantages of negligible annotation

costs and high interpretability. One can easily read the full list of terms to seewhat is going on. The

advantage of generic dictionaries is themuch lower up-front design time, as previous researchers

have already produced and validated them. The trade-off is a significant loss in specificity, as one

can only measure the dimensions of text that are available in the dictionaries.

The major downsides of both custom and generic dictionaries involve their highly constrained

representation of language and limited validatability. The lexicon tags are unavoidably subjective,

overinclusive, and underinclusive. For example, politicians use the word “women” in many con-

texts that areunrelated to the substantive representationofwomen’s issues. Somedocumentswill

have tags frommultiple categories, and many documents will have no tags. There is no easy way

to deal with these cases. One cannot tell how well the labels work without investing significantly

in labeling the documents, which defeats the purpose of using dictionaries (the low annotation

costs; see also Barberá et al. 2021).

The next major approach to text classification is topic modeling, such as LDA (Blei, Ng, and

Jordan 2003), the expressed agenda model (Grimmer 2010), the dynamic topic model (Quinn

et al. 2010), or the structural topic model (Roberts et al. 2013). These algorithms provide a form of

interpretable dimension reduction in which documents are transformed from high-dimensional

counts over words to low-dimensional shares over topics. Topic models are a powerful tool,

because they o�en produce intuitive, interpretable topics without any labeled training data

(Catalinac 2016; Greene and Cross 2017; Lucas et al. 2015).

The major advantage of topic models, as mentioned above, is that they do not require any

labeled training data to classify documents into categories. Moreover, the design costs are very

low, as, for example, in LDA, the only major design choice is how many topics, and most other

stepsareautomated. In turn, thereare zeroannotationcosts, as a trained topicmodel can instantly

produce a set of topic probabilities for any given document. It allows documents to havemultiple

topics, and properly deals with all documents.

However, unsupervised topicmodels have limitations (Denny and Spirling 2018; Wilkerson and

Casas 2017). The topics are learned directly from the data, so specificity is low and the topics may

ormay not represent the language dimensions in which the researcher is interested. In particular,

unsupervised topic models do not work on multilingual corpora, because the learned topics will

not match up across languages.1 Interpreting topics requires additional work a�er estimating the

model, and the produced topics can be sensitive to perturbations in the data, such as the steps

taken in text preprocessing, featurization, and the number of topics chosen (Denny and Spirling

2018). This sensitivity is problematic, because there are no unified diagnostics for validating topic

models (e.g., Grimmer and Stewart 2013; Roberts, Stewart, and Tingley 2016).

A third approach to classifying text is supervised learning, where researchers randomly sam-

ple some of the documents and hand-annotate the topics to create a labeled training dataset

(e.g., Barberá et al. 2021; Drutman and Hopkins 2013; Workman 2015). With a set of labeled

documents in hand, one can use machine learning to encode the relationships between text

features and topics. The trained machine-learning model can then automatically classify the

topics in unlabeled data. Most political science studies use supervised learning for within-domain

classification.

Supervised learning has several major advantages. First, like custom dictionaries, the system

canbehighly targeted towardclassifyinganydimensionof the text that the researcher is interested

in (high specificity). This semantic targeting includes the capacity to produce labeled corpora

in multiple languages. Second, the topics are highly interpretable, because one can read the

codebook provided to annotators. One can also look at example documents for each category.

1 To address this limitation, Lucas et al. (2015) propose to translate texts into English.
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Third, and perhaps most importantly, supervised-learning classifiers can be rigorously validated

(Denny and Spirling 2018). The standard machine-learning approach involves dividing the anno-

tated data into a training set and a test set and assessing how well the classifier works in held-

out test data (e.g., Hastie et al. 2009; Peterson and Spirling 2018). The classification accuracy

metrics in the test set provide a good estimate of howwell the classifier will work in the unlabeled

documents.

The supervised-learning approach has two general shortcomings related to costs. First, the

researchermust design a set of topics andbuild detailed documentation and codebooks for anno-

tators. Second, the annotatorsmust spend a significant amount of time being trained, performing

the annotations, and comparing their results with those of other annotators. Recent innovations

have emerged to reduce these costs, such as active learning and the use of crowdsourcing for

hand-annotation (Benoit et al. 2016; Miller, Linder, and Mebane 2020). Still, for most applications,

within-domain supervised learning requires a large investment of time and money to hand-code

enough documents to make a classifier useful.

We focuson supervised learning for cross-domain classification, inwhicha text classifier is built

in one domain (the source corpus) and applied in another domain (the target corpus). Although

recent papers have explored the usefulness of cross-domain supervised learning (Burscher et al.

2015; Yan et al. 2019), there is very little evidence on its relative performance.

Analogous to the move from custom dictionaries to generic dictionaries, the cross-domain

approach inherits some of the benefits of supervised learning for within-domain classification.

For instance, cross-domain supervised learning exhibits higher levels of interpretability than

unsupervised topic modeling. The classifier is interpretable in the same way as in within-domain

supervised learning, as one can read the annotation codebooks and examine sample documents

(but this time in the target corpus). Unlike dictionary methods and unsupervised topic modeling,

cross-domain supervised learningcanbevalidatedusingwell-establishedmetrics, suchasclassifi-

cation accuracy (Géron 2017; Hastie et al. 2009).More specifically, the classifier canbe validatedby

annotatinga sampleofdocuments in the target corpus to compute cross-domain test-set accuracy

metrics.

The main advantage of cross-domain classification over within-domain classification is that

researchers can draw on existing labeled corpora as training data. This reduces the design costs

to zero, since the researcher borrows the complete schema and codebooks of the original sys-

tem. The annotation costs are largely eliminated, as the previous annotations are used to train

the classifier. That said, some annotations are needed in supervised learning for cross-domain

classification (as reflected in Table 1) to validate, rather than build, the classifier.

A disadvantage of cross-domain supervised learning, which is again analogous to the shi� from

custom to generic dictionaries, is a loss of specificity relative to within-domain classification. The

set of questions and policies that one can analyze with supervised learning for cross-domain

classification depends on the availability of existing labeled datasets. As the availability of training

data expands, including consistent multilingual corpora, this disadvantage should become less

relevant.

3 Cross-Domain Classification

This section outlines the implementation of a supervised-learning approach for cross-domain

classification of political texts. We trained a classifier using an annotated source corpus and

applied it toanunlabeled target corpus. First,weprepared the source corpusand the target corpus

for machine learning. Second, we trained a machine-learning model based on the source corpus.

Third, we predicted the topics of the texts of the target corpus. Finally, we annotated the target

corpus and evaluated the model’s performance.
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3.1 Source Corpus: Manifesto Project Party Platforms
Our source corpus consists of party platformsannotatedby theManifestoProject.Weaccessed the

English-language manifesto statements from the following countries: Australia, Canada, Ireland,

New Zealand, the United Kingdom, and the United States (Krause et al. 2018). Using manifesto

statements from all of these countries increases our training sample size, which is important for

machine classification tasks. The dataset has NS = 115,410 rows of annotated policy statements,

where S indicates the “source” corpus.

Each statement includes a hand-annotated topic code. The statement “and reduce global

warmingemissions” refers, for example, to theenvironment (category501),whereas thestatement

“We can’t afford another dose of Labour” relates to political authority (category 305). The Mani-

festo Project usually has one trained coder for each country. Section A.1 in the Online Appendix

shows an example statement for each topic.

We preprocessed the topic codes k following two specifications. The 44-topic specification

(K = 44) takes into account all topics and merges categories that focus on the same topic but

in a different direction (positive/negative), because we are interested in the topic rather than

then sentiment of the text. For example, we combined the categories “per607 Multiculturalism:

Positive” and “per608 Multiculturalism: Negative” to create one “Multiculturalism” topic. This

procedure generates a sample of 44 categories.

For the eight-topic specification (K = 8), we merged all categories into eight major topics

following theManifestocodebook (Budgeetal.2001)—external relations, freedomanddemocracy,

political system, economy,welfare and quality of life, fabric of society, social groups, and no topic.

This specification merged multiple similar categories, which facilitates the interpretation of the

results. Section A.1 in the Online Appendix contains additional information about the corpus and

this process.

3.2 Corpus Pre-Processing
Before training the machine-learning model, we took standard preprocessing steps to trans-

form the text data into a document-term matrix. First, we removed uninformative features—

stopwords, punctuation, and capitalization. We then took the le�over words and constructed

N-grams (phrases) up to length three—words, bigrams, and trigrams. We dropped N-grams that

appeared in fewer than 10 documents, as they contain little predictive information. We also

dropped those that appeared in more than 40% of the documents, as these are likely specific to

manifestos and not distinctive to specific topics. Finally, we computed term-frequency/inverse-

document-frequencyweights for eachN-gram, treating eachmanifesto statement as a document.

The resulting document-termmatrix hasM = 19,734 columns, with each column is indexed by j.2

3.3 Machine Classifier Training
The next step was to train a machine-learning model based on the document-term matrix of the

source corpus. A range of machine-learning classifiers could be used for cross-domain classifica-

tion.Weemployed the regularizedmultinomial logistic regressionmodel, awidely usedmulticlass

prediction model (Géron 2017; Hastie et al. 2009). We trained separate models for the 8-topic and

44-topic labels.

We used the standard approach to machine classification. First, we split the data into a 75%

training and 25% held-out test set. Second, we learned hyperparameters (the regularization

penalty and class weighting) by conducting a threefold cross-validation grid search in the

training set. This procedure determined that the best parameters were an inverse of the

2 We experimented with other text-preprocessing steps and found that the performance is similar. See Section B.4 in the
Online Appendix.
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regularization strength equal to two and no weighting of the categories (for both 44-topic and

8-topic models).3

Weexperimentedwith othermachine-learning algorithms, including a random forest, gradient

boosting, and a neural net. Thesemodels performed similarly in classifyingmanifesto statements

to topics. For example, Section B.5 in the Online Appendix reports similar results for gradient

boosting. However, these models have more hyperparameters to tune and take much longer

to train. Thus, we decided to use the regularized multinomial logistic regression model for this

analysis.

3.4 Target Corpus: New Zealand Parliamentary Speeches
Our target corpus consists of speeches delivered by members of the New Zealand Parliament

from 1987 to 2002. We chose this target corpus for three reasons. First, New Zealand’s Parliament

uses the English language, which facilitates analysis, because the manifesto corpus includes a

large number of hand-annotated English statements. Second, the trained classifier is applicable

to text data from other English-language parliaments, such as the U.S. Congress and U.K. Par-

liament. Third and finally, this period in New Zealand is empirically interesting because of an

electoral reform in 1993, which we examine to assess the usefulness of cross-domain supervised

learning.

We extracted the speech data from theHansard, which is the official record of the New Zealand

Parliament. We removed speeches given by the speaker of parliament and his/her deputy. Next,

we removed short oral contributions from “governmentmember(s)” and “oppositionmember(s)”

without further information on the name of the speakers. We also dropped speeches with fewer

than 40 characters excluding numbers (Peterson and Spirling 2018) andMaori-language speeches

for which an official translation was not provided. The final dataset contains NT = 290,456

documents, where T indicates the target corpus. Section A.2 in the Online Appendix provides

additional information on the data.

3.5 Predicting Topics in Target Corpus
The text classifier described in Section 3.3 can be applied to any snippet of text. The prediction

pipeline takes a string of text and outputs a probability distribution over topic categories. In this

application, we first used the vocabulary and the document frequencies from the source corpus

in the preprocessing step. These were applied to vectorize each parliamentary speech, producing

N-gram frequencies for speech i. These frequencies are the features used to compute the model

predictions.

Second, we took the logistic regression classifiers for the 44-topic and 8-topic specifications,

trained them on the full 100% sample of manifesto statements, and applied them to the feature

vectors for each parliamentary speech. The model outputs a set of predicted probabilities across

topic classes based on the logistic regression coefficients learned in the source corpus. Summary

tabulations of the speech topics by year and in total are reported in Section B.3 in the Online

Appendix.

The predicted probabilities sum to one and can be interpreted as the shares of a document

that is allocated to each topic. Alternatively, one can take the highest-probability topic and

mark a speech as having only that topic. The choice between a single-topic or multiple-topic

representation will depend on the downstream empirical task.

3 We implemented the logistic regression model using Python’s Scikit-Learn package (Pedregosa et al. 2011). To solve the
optimization problems, we used the Newton-conjugate gradient solver.
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3.6 Annotation of Target Corpus Validation Set
To validate the cross-domain predictions, we arranged for the hand coding of a sample of docu-

ments in the target corpus.We followpreviouswork that hasusedhuman judgment to validate the

statistical analysis of political documents (Lowe and Benoit 2013). We hired the manifesto coder

for New Zealand, who was trained by the Manifesto Project and has coded the manifestos from

New Zealand for the Manifesto Project.

The coder annotated a random sample of 4,165 parliamentary speeches in one manifesto

category. We only gave the coder the text of the speech and no metadata, such as the date or

speaker. We asked the coder to code based on the Manifesto Project. We annotated topics by

speech, as our downstream empirical analysis is at the speech level, which allowed us to obtain

muchmoredata than sentence-level annotations. This approach is in linewithBarberá et al. (2021,

28–29), who find that breaking larger text units into sentences does not improve classification

performance. The annotations took a total of 52.5 hours.

We hired three additional coders to assess inter-coder reliability within the New Zealand target

corpus (Mikhaylov et al. 2012). Like the main coder, these coders also received training from

the Manifesto Project in English-language platforms; we asked them to code according to the

Manifesto Project methodology. The coders were not experts on New Zealand politics, however.

We drew a random sample of 250 speeches from the 4,165 speeches annotated by the first coder.

Each of the three secondary coders annotated the same subsample of 250 speeches, which gave

us four annotations in total.

Finally, to assess the method’s potential broader generalization, we also hand-annotated a

corpus of congressional speeches from the United States. We hired the Manifesto Project coder

for the United States and asked him to code a random sample of 150 speeches from the House of

Representatives. The sample was drawn from all speeches contained in the Congressional Record

for theperiod fromAugust 1987 to July 2002. All five coders assignedeach speech toonemanifesto

category.

3.7 Model Performance Evaluation
We followed standardmachine-learning approaches to evaluate the performance of our machine

classifier. For the within-domain performance, we assessed the predictive performance in a 25%

held-out test sample. For the cross-domain performance, we compared the machine predictions

to the new annotations provided by the human coder. We also examined performance by class,

because researchers are likely to be interested in particular topics for any given empirical appli-

cation. In the Online Appendix, we use bootstrapping to assess the robustness of the metrics to

sampling variation.

We report a variety of metrics to evaluate and understandmodel performance. First, we report

the simple (top-1) accuracy. This is the proportion of predicted topics (i.e., the topic with the

highest predicted probability) in the test set that are also the “true” topic as selected by human

annotation.Note that simpleaccuracy is equal to themodel’smicro-weightedaggregateprecision,

recall, and F1 score. As the manifesto corpus includes multiple similar categories (e.g., economic

goals and economic growth), we do not only report how o�en the true topic is correctly ranked

first, as well as more broadly how o�en it is highly ranked and within the top few topics by

predicted probability. We therefore calculated the top-3 (and top-5) accuracy—the proportion of

observations for which the true class (from the hand-annotations) is within the top three (or five)

categories as ranked by their predicted probability defined by the machine classifier.

Simple accuracy sums across test samples, such that categories with more documents in the

test sample are weighted higher in the metrics. Therefore, inaccurate predictions in the less

frequent categories could be missed. To provide a more rounded aggregate report, we computed

the balanced accuracy, which is the (unweighted) average recall (fraction of true-class documents
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Table 2. Overview of classifier performance in test set.

Within-domain Cross-domain

44 topics 8 topics 44 topics 8 topics

Top-1 accuracy/F1 micro 0.538 0.641 0.410 0.507

Top-3 accuracy 0.766 0.909 0.650 0.816

Top-5 accuracy 0.841 0.975 0.747 0.916

Balanced accuracy 0.388 0.504 0.265 0.451

F1 macro 0.417 0.523 0.261 0.450

Notes:Within-domain denotes the performance of a classifier trained onmanifesto statements and evaluated
on (held-out) manifesto statements. Cross-domain describes the performance of a classifier trained on
manifesto statements and evaluated on parliamentary speeches. 44 topics and 8 topics refer to the models
with the narrow and broad output classes. Top-1, top-3, and top-5 accuracies, balanced accuracy, and F1
macro are the performance metrics.

correctly identified) across output categories. Finally, we report the macroweighted F1 score,

which is the (unweighted) average of the F1 scores (harmonicmean of precision and recall) across

all categories.

4 Classification Results

This section reports the results on the performance of our classifier. We show that it works in-

domain, in that it can reliably reproduce the hand-coded topic labels in themanifesto corpus. We

also assess its performance in the domain of New Zealand parliamentary speeches.

4.1 Aggregate Performance
The classification results are summarized in Table 2. Columns 1 and 2 report the results for

the within-domain (source–source) predictions (manifesto-trained model applied to manifesto

test corpus), whereas columns 3 and 4 report the results for the cross-domain (source–target)

predictions (manifesto-trained model applied to the corpus of newly annotated New Zealand

parliamentary speeches).Within each test corpus,we reportmetrics for 44narrow topics (columns

1 and 3) and 8 broad topics (columns 2 and 4).

Column 1 reports the 44-topic within-domain specification. It shows that the trained model

predicts the correct category label 53.8% of the time. As expected, this is worse than the training-

sample prediction (71% accurate), as the model somewhat overfits the training data. As there

are 44 topic labels to be assigned, choosing randomly would be correct about 2% of the time.

Choosing the top category would be correct 13% of the time.

The within-domain efficacy of the classifier is further demonstrated in the top-3 accuracy

(76.6%) and the top-5 accuracy (84.1%). These metrics show that even when the true class is not

picked as having the highest probability, it is usually highly ranked. So, if one is using predicted

probabilities in anempirical analysis, onecanhave someconfidence that they contain information

about textual variation in policy dimensions.

To qualify these statements, we also report balanced accuracy (0.388) and macroweighted F1

(0.417). These worse numbers reflect that, perhaps unsurprisingly, the less frequent categories

are more likely to be misclassified. Hence, empirical analyses of less frequent topics should be

undertaken with caution.

We obtained better performance in the eight-topic within-domain prediction (column 2) due

to the smaller number of classes that the machine needs to assign. The test-sample accuracy is

64.1%, closer to the in-sample accuracy of 76% and significantly better than guessing randomly
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(12.5% accuracy) or guessing the top category (31% accuracy). The top-3 accuracy (91%) is sim-

ilarly encouraging. As before, the balanced accuracy (0.504) and F1 score (0.523) indicate lower

performance for the less frequent classes.

Next, we consider the cross-domain results (columns 3 and 4). Examining the results on the

44 topics, we find an overall top-1 accuracy of 0.410. This is significantly better than guessing at

random (an accuracy of 2%) or guessing the most common hand-annotated class (an accuracy of

19%). Perhaps unsurprisingly, the accuracy is lower than the in-domain accuracy (54%). The top-3

accuracy (0.650) and top-5 accuracy (0.747) are evenmore encouraging.

At the bottom of the table, the metrics for the eight-topic specification are also relatively

encouraging. Theoverall top-1 performance is 51%,which is notmuch less than thewithin-domain

accuracy of 0.641. It is much better than guessing randomly (0.125) or the most common class

(0.256). The top-3 and top-5 accuracies are 0.816 and 0.916. This increase in accuracy compared to

the 44-topic specification is similar to the increase we achieved using within-domain supervised

learning.

Section B.11 in the Online Appendix uses a bootstrapping procedure to assess the sampling

variation in the within-domain metrics. We produce a distribution of the metrics from models

trainedon resampledsubsetsof themanifesto corpus.We find that themeanandmedianaccuracy

across the samples are identical to the baseline accuracy (to two decimal places), with a standard

deviation 0.003 (relative to a mean accuracy of 0.539 for 44 topics and 0.645 for 8 topics). Thus,

the metrics are not sensitive to training-set sampling variation.

To contextualize these results, we compare them to the performance of human manifesto

coders reported by Mikhaylov et al. (2012). The authors compare the Manifesto Project’s master

coding of 179 quasi-sentences to human coding. The quasi-sentences come fromamanifesto from

the United Kingdom and New Zealand. They find significant human coder error in the manifesto

data: they aggregate all manifesto statements into three categories and report accuracies

between 0.59 and 0.70. Unsurprisingly, coders’ accuracy without aggregating into three broad

categories is lower. Our within-domain and cross-domain classification accuracies are quite good

in comparison.

4.2 Performance by Topic
For most empirical applications, one would be interested in analyzing variation in particular

topics. Therefore, it is important to assess the variation in predictive performance across topics.

To illustrate this type of evaluation, we report topic-level metrics. Further details on this issue can

be found in Sections B.1 and B.2 in the Online Appendix.

First, we build confusion matrices using the eight-topic specification for the within-domain

(Table 3a) and cross-domain (Table 3b) predictions. In Table 3, rows index true categories,

whereas columns index predicted categories. In Table 3a, a document is a test-set manifesto

statement; in Table 3b, a document is a hand-annotated New Zealand parliamentary speech.

The numbers in the cells capture how o�en the model classifies a document from the row

class to the column class. The color (ranging from white to yellow to green) reflects the relative

within-row frequency; darker colors indicate that the cell has more weight than other cells

in the row. A good classifier will result in a confusion matrix with the highest counts on the

diagonal.

For example, the first row of Table 3a shows that for the topic economy, the within-domain

model correctly classifies 5,382 of 7,306 manifesto statements; 1,091 economy statements are

incorrectly classified as welfare and quality of life, whereas 833 are incorrectly assigned to

one of the other five categories (besides no topic). These numbers correspond to a topic-

specific recall (top-1 accuracy) of 0.737, reported in the right-most column. The economy column

reports the counts for each true topic that is (mis)classified as economy. For example, 1,015
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Table 3. Classifier performance with eight topics: confusion matrices.

Notes: Table 3a refers to a model trained on manifesto statements; the predictions are from held-out
manifesto statements. Table 3b refers to the same model, but the predictions are from newly annotated
parliamentary speeches. The numbers in the cells represent the count of the number of row-class instances
classified to the column class. The colors reflect the relative within-row frequency; darker green indicates
higher counts. The rightmost column reports recall for the class. Thebottomrowgives the ratioof thenumber
of predictions to the number of true instances in the class.
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welfare documents and 601 political system documents are misclassified as economy. This

is perhaps not too surprising given the potential semantic overlaps in discussions of these

topics.

At the bottom of the column (and that of each topic), we report the ratio of total predicted

count to total true count, which tells us how well the model replicates the distribution of top-

ics. A value of 1 would mean that the distribution is the same; less than 1 indicates that the

predictions are underrepresentative for this topic; greater than 1 means the predictions are

overrepresentative for this topic. For the topic of economy, apredicted-to-true ratio of 1.106means

the predicted frequency of this topic is reasonably similar to the true frequency in the held-out

test set.

As a whole, Table 3a shows that the within-domain model effectively replicates the annotated

classes (besides the infrequent “other topic” class). The true category is selectedmost o�enacross

all topics. The minimum recall is a decent 0.422 (social groups), going all the way up to 0.776

(welfare and quality of life). The most common misclassifications are somewhat intuitive. For

example, many statements are classified into the welfare category, which could reflect that it is

the most numerous category and is somewhat broad in its definition. Looking at the bottom row,

meanwhile, we can see that overall, the distribution of topics is replicated quite well. Economy

and welfare are slightly overrepresented, whereas the other categories (especially social groups)

are somewhat underrepresented.

Next, we consider the cross-domain eight-topic confusionmatrix in Table 3b. The format of this

matrix is the same as in Table 3a, except that the predictions are made in the target corpus (New

ZealandParliament speeches) andcomparisons aremade toournewhumanannotations.Overall,

the results are quite encouraging about howwell themodel generalizes to the new corpus. Within

each category, the correct class has by far the highest number of retrieved documents. In the

economy topic, for example, themodel correctly identifies 389outof 720 speeches, corresponding

to a recall of 0.540. 180 economy speeches are incorrectly assigned to the political system topic,

which is the second-most selected topic in this row. In the economy column, the most frequent

topic that is misconstrued as economy is also political system. This is likely because these topics

are o�en discussed in the same speech.

The lowest recall of 0.371 (freedom and democracy) is very similar to the lowest recall of a

topic in the within-domainmodel (0.422). The recall does not rise above 0.624, however. Because

these data are at the speech level (rather than at the statement level, as in the source corpus),

and speeches can touch on multiple topics, this relative decrease in performance is perhaps

not too surprising. The tendency of misclassifications also looks different: whereas the within-

domain model tends to categorize them as related to welfare, the cross-domain model tends to

put documents into the political system category.

The relative distribution of predictions (Table 3b, bottom row) is also quite encouraging. The

distribution is comparable to the distribution predicted by the within-domain model. But there

are some interesting differences. For example, while economy is overrepresented in the party

platforms, the topic is underrepresented in the parliamentary speeches.

For the 44-topic specification, confusion matrices are somewhat unwieldy, so we report the

metrics ina table. InTable4, each row isa topic, as indicated in the first column.Then, thereare two

sets of columns corresponding to the within-domain and cross-domain classifiers. Within these

column groups, the first column (N) denotes the number of documents (statements or speeches,

respectively) in the annotated test set. The remaining columns indicate topic-specific accuracy—

top-1, top-3, and top-5, respectively. As mentioned above, top-1 accuracy is equivalent to class-

level recall. Finally, the right-most column (Ratio) reports the ratio of cross-domain top-1 accuracy
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Table 4. Classifier performance with 44 topics.

Within-domain Cross-domain Ratio

N Top-1 Top-3 Top-5 N Top-1 Top-3 Top-5

Education 1,817 0.769 0.905 0.937 177 0.746 0.910 0.955 0.970

Law and order 1,310 0.698 0.879 0.931 158 0.715 0.892 0.943 1.024

Welfare state expansion 3,800 0.772 0.940 0.972 368 0.685 0.897 0.948 0.887

Political authority 1,016 0.460 0.720 0.829 775 0.570 0.831 0.895 1.239

Military 624 0.625 0.804 0.869 47 0.553 0.809 0.915 0.885

Environmental protection 1,504 0.696 0.880 0.924 90 0.522 0.756 0.867 0.750

Underprivilegedminority groups 392 0.224 0.533 0.691 10 0.500 0.800 0.900 2.232

Agriculture and farmers 747 0.584 0.791 0.863 87 0.494 0.713 0.816 0.846

Internationalism 659 0.537 0.795 0.873 37 0.486 0.676 0.784 0.905

Culture 498 0.570 0.785 0.845 43 0.465 0.698 0.791 0.816

Democracy 684 0.449 0.725 0.808 305 0.449 0.748 0.856 1.000

Economic growth 823 0.473 0.693 0.790 104 0.404 0.673 0.837 0.854

Multiculturalism 433 0.446 0.704 0.790 103 0.398 0.631 0.709 0.892

Technology and infrastructure 2,152 0.704 0.901 0.941 113 0.398 0.628 0.788 0.565

Labour groups 904 0.596 0.823 0.888 188 0.383 0.681 0.766 0.643

Noneconomic demographic groups 686 0.252 0.631 0.786 37 0.378 0.676 0.838 1.500

Nationalization 184 0.435 0.614 0.668 32 0.344 0.531 0.656 0.791

Economic orthodoxy 475 0.516 0.716 0.781 136 0.331 0.566 0.728 0.641

Market regulation 852 0.421 0.678 0.799 114 0.298 0.553 0.719 0.708

Government and admin efficiency 1,037 0.453 0.754 0.856 191 0.267 0.681 0.796 0.589

National way of life 649 0.362 0.622 0.741 61 0.262 0.689 0.787 0.724

Equality 1,415 0.462 0.789 0.886 111 0.261 0.712 0.883 0.565

Protectionism 310 0.419 0.629 0.723 59 0.254 0.441 0.559 0.606

Centralization 773 0.405 0.682 0.788 52 0.250 0.654 0.712 0.617

Incentives 869 0.513 0.753 0.846 47 0.234 0.447 0.638 0.456

Traditional morality 442 0.391 0.701 0.805 67 0.194 0.388 0.522 0.496

Free market economy 427 0.237 0.487 0.623 73 0.096 0.233 0.397 0.405

Freedom and human rights 546 0.385 0.643 0.742 78 0.064 0.372 0.564 0.166

Political corruption 187 0.273 0.508 0.610 50 0.060 0.180 0.340 0.220

Civic mindedness 335 0.263 0.454 0.579 43 0.047 0.233 0.349 0.179

Constitutionalism 155 0.252 0.587 0.665 162 0.012 0.099 0.173 0.048

No topic 231 0.043 0.199 0.242 192 0.010 0.047 0.120 0.233

Antigrowth economy 581 0.234 0.719 0.811 13 0.000 0.308 0.462 0.000

Anti-imperialism 21 0.048 0.048 0.048 3 0.000 0.000 0.000 0.000

Controlled economy 124 0.306 0.500 0.589 9 0.000 0.444 0.556 0.000

Corporatism/mixed economy 45 0.044 0.111 0.200 11 0.000 0.000 0.000 0.000

Economic goals 234 0.026 0.192 0.295 7 0.000 0.000 0.000 0.000

Economic planning 147 0.116 0.272 0.422 1 0.000 0.000 0.000 0.000

Foreign special relationships 161 0.224 0.547 0.671 5 0.000 0.000 0.000 0.000

Keynesian demandmanagement 39 0.077 0.154 0.205 1 0.000 0.000 0.000 0.000

Middle class and professional groups 82 0.293 0.463 0.500 3 0.000 0.000 0.000 0.000

Peace 115 0.409 0.539 0.600 2 0.000 0.000 0.500 0.000

European Union 324 0.586 0.775 0.830

Marxist analysis 44 0.045 0.205 0.250

Total 28,853 0.538 0.766 0.841 4,165 0.410 0.650 0.747 0.762

Notes: Rows are topics, and columns are metrics.Within-domainmeans a model trained on manifesto state-
mentsandevaluatedonheld-outmanifesto statements.Cross-domain indicates themanifesto-trainedmodel
evaluated on newly annotated New Zealand parliament speeches. N denotes the number of documents that
are hand-labeled as that category. Top-1, top-3, and top-5 are the accuracymetrics. Ratio is the cross-domain
top-1 accuracy, divided by the within-domain top-1 accuracy.
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towithin-domain top-1 accuracy. The table is sorted by cross-domain top-1 accuracy, fromhighest

to lowest.4

Overall, the 44-topic metrics produce a more mixed picture of our classifier’s performance.

Some topics have quite poorwithin-domain performance. For example, economic goals has 0.026

accuracy, whereas anti-imperialism has 0.048 accuracy. Yet some topics are highly distinctive and

easy to classify: welfare state expansion has 0.772 top-1 and 0.940 top-3 accuracy, for example,

whereas the corresponding figures for education are 0.769 and 0.905. The other topics are some-

where in between; the overall within-domain average accuracy is 0.538 (as indicated in Table 2).

Some of these poor-performing categories can be explained by the Manifesto Project’s code-

book choices. Topics like anti-imperialism (along with corporatism/mixed economy, Keynesian

demand management, Marxist analysis, and middle class and professional groups) are rare (at

least in English-languageparty platforms) and couldprobably be folded intoother, broader topics.

Some topic pairs are difficult to distinguish semantically, such as economic goals versus economic

growth, and themachine classifier tends to fold the smaller category into the larger one. This type

of subtle distinction is unlikely to play an important role in downstream empirical applications.

The cross-domain performance is slightly worse overall. The distribution of the gap between

within-domain and cross-domain is shown in Figure A11 in the Online Appendix. Unsurprisingly,

any topic that the within-domain classifier could not categorize also performs poorly in the cross-

domain classifier.We revisit this issue belowas apotential diagnostic tool. Some topics (European

Union and Marxist analysis) do not feature in the parliamentary speeches, so we cannot compute

metrics for them. Ten topics, although infrequent, have zero accuracy. A number of topics have

quite poor performance, with the classifier even failing to rank the correct topic within the top-5

most of the time. These metrics demonstrate the importance of some target-corpus validation,

as machine-coded data on these poor-performing topics should not be used for any empirical

analysis.

If we limit to the top rows of the table (based on the sort), the cross-domain classification

is quite good. The performance for education (top-1 accuracy = 0.746, top-3 = 0.910) is about

the same as for the within-domain classifier. A handful of topics perform even better cross-

domain than within-domain: law and order (top-1 = 0.715), political authority (top-1 = 0.570),

underprivileged minority groups (top-1 = 0.500), and noneconomic demographic groups (top-1

= 0.378). Of the 44 topics, 7 are ranked first correctly at least half of the time and have good top-

3/top-5 accuracy. For 23 topics, the correct topic is rankedwithin the top-3 at least half of the time.

The relevance of the variation will depend on the downstream empirical task. Most of the

categories with bad accuracy are quite rare. In our first application below, we focus on political

authority—one of the better-performing topics for cross-domain learning.

4.3 Interpreting the Model Predictions
To increase our confidence that the model is properly identifying topics in the target corpus, we

undertook further analysis to interpret themodel predictions. First, we read the 10 parliamentary

speeches with the highest probability of belonging to each topic, using both the 44-topic and

8-topic specifications. In general, the speeches corresponded very well to the specified topics,

and we saw no evidence that they were driven by correlated features. Section B.6 in the Online

Appendix includes text snippets for each of these topics.

4 Section B.11 in theOnline Appendix assesses the robustness of the topic-level within-domainmetrics to sampling variation
using a bootstrapping procedure. We do not observe notable differences in the mean/median recall or precision relative
to the baseline reported values. The standard deviation in themetrics is sensitive to the frequency of the topics, however:
infrequent topics have quite high standard deviations, especially in topic precision. Again, this finding cautions against
using infrequent source-corpus topics for empirical analysis using cross-domain learning.
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Tomore systematically analyze the connection between text features and predicted topics, we

created a feature importance measure to identify which phrases are significantly correlated with

topics in the source and target corpora. We use a simple metric computed from ordinary least

squares (OLS) regressions. Formally, for each output topic class k and each N-gram feature j, we

run a bivariate OLS regression model

p̂ki = α +βj k x
j

i
+ǫi , [j ,k , (1)

where p̂k
i
is the predicted probability that document i is about topic k and x

j

i
is the relative

frequency of N-gram j in document i. These regressions generate a dataset of coefficients β̂j k and

associated standard errors ŝ.e.j k , separately for the manifesto statements and the parliamentary

speeches.

To identify statistically significant features for each topic, we compute the t-statistic τ̂j k =

β̂j k /ŝ.e.j k in both the source and target corpora. Important features have a high (absolute value)

t-statistic. To help further ensure that the features are interpretable, we constrain the vocabulary

to a set of idiomatic nounphrases. This procedure is described in detail in SectionB.7 in theOnline

Appendix, which also includes word clouds depicting the top-ranked phrases and t-statistics.

Figure 1 illustrates the results of this analysis using scatter plots. Each plot focuses on one of

the eight topics k. In each plot, the vertical axis indexes the t-statistic τ̂S
j k
for k in the manifesto

platform statements, whereas the horizontal axis indexes τ̂T
j k
for k in the New Zealand parliamen-

tary speeches. Each dot on the plot corresponds to an N-gram j, printed as a marker label. The

vocabulary is filtered to the intersection of N-grams that are predictive for at least one topic in

either corpus. Looking at the plots by topic, we find that there is a strong relationship in general

between the t-stats in the source and target corpus. This is reassuring evidence that the content of

the topics is similar in themanifesto and the parliamentary speech data. Hence, the topics in both

data sources can be interpreted in a similar manner. The exception is no topic (Panel (h)), which

intuitively would be less well defined in terms of political language.

4.4 Diagnostic Tools for Cross-Domain Classification
Human annotation in the target corpus is costly, so it is useful to have preliminary diagnostic

tools available using only within-domain metrics. We recommend two approaches to producing

diagnostics without annotating any documents in the target corpus. While these diagnostics do

not provide a clear rule regarding which analyses will work, they offer useful inputs that can be

considered along with other relevant factors.

First, one can use the within-domain performance to predict cross-domain performance. As

alreadymentioned, topicswithpoorwithin-domainaccuracyalso tend tohavepoor cross-domain

accuracy (see also Yan et al. 2019). Figure A12 in the Online Appendix clearly shows that within-

domain and cross-domain accuracies are highly correlated (correlation coefficient= 0.79). There-

fore,within-domainmetrics canhelp researchers assesswhich cross-domain topicmeasurements

are likely to work well for empirical analysis.

Second, we use the feature importance metrics from Section 4.3 to compute a measure of

feature congruence by topic. Formally, we define the feature congruence of topic k as Fk =

corr(τ̂S
j k
, τ̂T

j k
), where corr() is Pearson’s correlation and τ̂j k gives the estimated OLS t-statistic for

N-gram j’s frequency regressed on topic k’s predicted probability (from the model trained on

manifesto statements). As above, S and T indicate manifesto statements (source corpus) and par-

liamentary speeches (target corpus), respectively. This congruence measure is the correlation of

the topic’s feature importance weights from the cross-domain model with those from the within-

domainmodel (at the N-gram level). A strong correlation indicates that themodel predictions are

associated with similar language in both domains.
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(b) External rela!ons
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(c) Fabric of society
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(d) Freedom and democracy
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(e) Poli!cal system
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(f) Social groups

abortion
accountableadministrationafrica

agricultural
agriculture

aid
ally

america
armed_force
ask

asylum

bail

bank
be

bureaucracy
capability

care

challenge

child

childcare
choicecitizen

comecommunity
company

competitioncompetitiveconflictconstitution
constitutionalconsumer

corruption
court

crime
criminaldebtdefence
defence_force
deficitdemocracydemocratic

department

devolution

disability

do

drug

economy

education

elect

employeeemployer

employment

energy

europe
europeaneuropean_union

export

family

farm

farmer

farming

fishery
fishing

food

force
freedom

fundingglobal

growth

health

hospital
human_right
humanitarian

immigration

industry

infrastructure

innovation

international

investment
iraq

job

justiceknow

labour

liberty
locallocal_authority

maori

market

matter
medium
mental_healthmilitarynational

not

nuclear
offenceoffender

old_people

pacific

parentpartner
patientpeace

people_with_disability

percent
personnel

police

policingpolitical

power

price

prison
privacy

product
progressive

public

public_hospital
put

rail

raise
relationship

representative

right

road

sale
say

school

security

sentencesentencing small
societystamp

student
tax
teacher

technology

terrorism

think

transporttreatment

unemployed

unemployment
union

unitedunited_nationuniversity

victim

violentvotervoting

wage

waiting
war

weapon

woman
work

worker

workplace
youth

−10

0

10

20

30

40

T
o
p
ic
 t
−
s
ta
t 
in
 M
a
n
if
e
s
to
 P
la
tf
o
rm
s

−10 0 10 20 30
Topic t−stat in New Zealand Speeches

(g) Welfare and quality of life
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(h) No topic
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Figure 1. N-gram correlations with topics for source and target corpus.
Notes: Scatter plot for the eight topics, showing the t-stats of N-grams in the manifesto corpus (vertical axis)
against the t-stat in the speech data.
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Figure 2. Feature congruence and cross-domain classification accuracy.
Notes: Scatter plot for the 44 topics, showing each topic’s top-3 cross-domain classification accuracy (vertical
axis) against the feature congruence, as defined in the text.

Figure 2 illustrates the extent to which Fk can predict cross-domain performance. The vertical

axis denotes the top-3 cross-domain classification accuracy, and the horizontal axis is the feature

congruencemeasure. Adot corresponds tooneof the topicswith theassociated label attached.We

find that feature congruence is highly correlatedwith cross-domain classification accuracy (corre-

lation coefficient=0.70). For example, theeducation,welfare, and law/order topicshavebothhigh

accuracy andhigh across-domain feature-importance congruence.Meanwhile, a number of topics

(e.g., no topic and free market economy) have both low accuracy and low congruence.5

These diagnostic tools can be used to filter out topics to produce more precise overall mea-

surements. For example, if we only keep topics that are above themedian in top-3 within-domain

accuracy and feature congruence, the top-3 cross-domain balanced accuracy increases from 0.47

to 0.68.

4.5 Inter-Coder Reliability and Application to Other Countries
Section B.9 in the Online Appendix reports the results of our inter-coder reliability analysis. We

find that the human coders agree with each other at about the same rate that our machine

classifier agrees with the manifesto annotations. The cross-domain classifier accuracy does not

vary substantially across human coders.

The classifier also works quite well in a (smaller) corpus of U.S. congressional speeches (see

Section B.10 in the Online Appendix). Using the classifier trained on 44 topics, we find that the

top-1 accuracy is 0.440.Whenwe predict eight topics, the top-1 accuracy increases to 0.520. These

numbers are comparable to those computed using the new hand-annotations for New Zealand,

and they suggest that the cross-domain classifier could work in other contexts besides the main

application implemented here.

5 Empirical Applications

Cross-domain topic classification has broadpotential scope for interesting empirical applications.

In what follows, we illustrate two case studies. The first examines the effect of New Zealand’s

5 A qualitatively similar plot using the top-1 accuracy is in Section B.8 in the Online Appendix. We also show a top-1 accuracy
plot for the eight-class topic model.
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electoral reform on topics discussed in parliament. The second investigates the topics of parlia-

mentary speeches broken down by speaker’s gender.

5.1 Effect of Electoral Reform on Speech Topics
Previous research suggests that the 1993 electoral reform fundamentally changed the country’s

parliamentary practices. Unlike in the prereform period, a�erward parties had to form coalition

and minority governments, which are generally associated with lower stability (Powell 2000;

Vowles et al. 2002). Furthermore, parliamentary StandingOrders of theparliamentwere revised to

explicitly reference parties and give them an important role in allocating speaking time (Proksch

and Slapin 2014). At the same time, parliamentarians had little experience with proportional

representation and had to adapt to the new system (Taagepera and Shugart 1989). Multiple par-

liamentarians also split from their party to formnewparties. In light of the political developments

described above, ourmain theoretical expectation is that the reform increased discussions about

political authority, which covers issues related to stability and party competence. Some example

speeches on this topic are shown in Section B.6 in the Online Appendix.

This application illustrates the usefulness of cross-domain learning in three ways. First, this

analysis would be difficult to conduct using a lexicon approach, because there are no established

lexicons for this topic: issues of stability and competence are somewhat abstract and context

dependent. The associated words in our target domain (Panel (f) of Figure A9 in the Online

Appendix) are specific to New Zealand and would produce many false positives (e.g., the party

names, and verbs like “say” and “promise”). Second, this analysis cannot be conducted with

an unsupervised topic model because of the specificity issue: topic models cannot target a

particulardimensionof speech, suchaspolitical authority. Itwouldonlybe throughgood luck, and

potentially significant manipulation of the features and model hyperparameters, that this topic

would show up and therefore be measurable. Third and finally, the advantage over supervised

learning is that one does not have to undertake expensive handcoding to label enough speeches

on this topic.

Figure 3 plots the average probability that a speech focuses on political authority for the years

1990–2002. Note that the reform was passed in 1993 and the new rules were used for the first

time at the 1996 elections. The figure illustrates a clear discrete increase a�er the reform, relative

to beforehand. The average probability that a speech focuses on political authority increases by

about 0.03 from a prereform baseline probability of 0.13. In Section C.2 in the Online Appendix,

we show that the result is statistically significant in a fixed-effect OLS regression framework. The

results are also robust in a bootstrap analysis using multiple models trained on different subsets

of the training data.

5.2 Effect of Gender on Speech Topics
A vibrant literature in comparative politics examines the policy content of parliamentary debates

(Proksch and Slapin 2014). For example, Bäck and Debus (2019) study how speech topics vary

according to the gender of the speaking parliamentarians. Using data from seven countries (Czech

Republic, Estonia, Finland, Germany, Ireland, Norway, and Sweden), the authors assigned topics

via manual coding of the debate segment title. They find that women parliamentarians talk less

o�en about topics that are stereotypically associated with men.

The approach in Bäck and Debus (2019) is reasonable in their context, yet exemplifies the

challenges of topic classification in parliamentary speeches. Manual coding is feasible in these

countries. However, themanual coding is costly, and debate segment information that allows the

topics of all speeches to be inferred is not available inmany databases and corpora. Coding topics

at the speech level is an even more intensive effort. Lexicon-based approaches would not work,

because there is not an established/validated dictionary for measuring topics across languages.
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Figure 3. Effect of electoral reform on political authority.
Notes: Vertical dashed lines indicate the year that the reform passed (1993) and went into effect (1996). The
horizontal dashed line indicates the outcomemean in 1995. The bars illustrate 95% confidence intervals.

Similarly, unsupervised topic models would not work in this case, because they cannot estimate

consistent topics acrossmultiple languages. Supervised learning is expensive, because onewould

need to create a training dataset for each parliament.

The cross-domain learning approach is well suited to this setting, as manual annotation of

documents is not necessary. The manifesto corpus is available in multiple languages and would

allow the assignment of a consistent set of topics across parliamentary speeches in these lan-

guages. While multilingual cross-domain learning is beyond the scope of this paper, we illustrate

its feasibility by extending the analysis from Bäck and Debus (2019) to New Zealand’s parliament.

Specifically, we examine differences in the content of speeches by gender. Our results suggest

that men tend to devote a greater share to topics such as external relations, which is in line with

Bäck and Debus (2019). We also find that women devote a larger share of their speeches to talk

about welfare (see Tables A17 and A18 in the Online Appendix).

6 Concluding Remarks

This paper has studied supervised learning for the cross-domain classification of political texts.

This method combines the low cost of unsupervised topic models with the high interpretability

and validatability of within-domain supervised classifiers. In an era of large and growing public

annotated datasets, we expect that the applicability of this method will continue to expand.

We have demonstrated how to use this method in the context of the manifesto corpus and

parliamentary speeches from New Zealand. We used a multinomial logistic classifier to learn

topics in the source corpus and predict topics in the target corpus. We showed how to validate

the method using explanationmethods in the target corpus, andmore importantly, using human

annotations of a subset of target corpus documents. To illustrate the empirical relevance of the

method,weusedourpredicted topics toanalyze theeffectsofNewZealand’s 1993electoral reform

and debate participation.

We make three recommendations for scholars interested in applying supervised learning for

cross-domain classification tasks. First, applied researchers should carefully assess whether the

categories of the source corpus capture the concepts of interest. In other words, researchers

need to consider whether they can test their theoretical expectations using the categories of the

source corpus. Second, researchers need to determine whether the source and target corpora
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are similar enough to ensure good performance. They can inspect existing evidence on cross-

domain classification to assess their application, and compare the predictive features, as done

in Figure 1. Third and finally, we recommend hand-coding a subset of the target corpus to assess

model performance. This can be done using crowdsourcing or expert coders. We suggest using

cross-domain classification when the cross-domain performance is similar to within-domain

performance.

Supervised learning for cross-domain classification has the potential to increase our under-

standing of political phenomena. An important advantage of this method is that the ability to

estimate the same topics across documents and countries. Cross-domain supervised learning

allows us to study how closely a manifesto’s priorities match those in other documents, such

as speeches, party press releases, coalition agreements, legislative texts, and social media data

(e.g., Thomson et al. 2017). For example, researchers may want to investigate whether populist

parties act more or less in line with their manifesto priorities than nonpopulist parties. Moreover,

cross-domain classification can be used to improve the performance of existing measures of

policy positions. For example, the tool could be used to distinguish ideological from nonide-

ological topics, which might improve the performance of existing methods (e.g., Slapin and

Proksch 2008).

Future research may further improve the performance of cross-domain classification by

using alternative models or coding schemes and by providing additional training to coders. The

supervised-learning algorithms used here do not directly take into account the different data

distributions in the source and target corpora. Nor did we provide any special training to coders;

we used the existing manifesto coding scheme, which was not developed for cross-domain text

classification. As political scientists have invested significant resources in hand-coding data, we

hope that our work encourages further research on supervised learning and transfer learning in

this field.
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