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## Preface

This dissertation explores the consequences of parental gender preferences and traditional norms on different economic outcomes in developing countries. These includes fertility, health and educational outcomes. It is composed by three essays. The first essay analyzes how the preference for male children, or 'son preference', affects fertility behavior and traditional family structure in Nigeria, a context where little is known about parental gender preferences. The second essay explores the 'unintended' consequences of son preference for maternal health in India where the phenomenon of missing women at birth is well-known, while the newly uncovered problem of women missing of adult and reproductive ages is still widely unexplored. While the first two essays focus on gender preferences, the third chapter analyzes how different customary norms can be a source of distortion in parents' human capital investment decisions for their children by exploiting a policy change in Ghana that represents an exogenous shock to the strength of the social norms.

The literature on parental preferences over a child's gender is extensive. It has mainly focused on gender bias at birth or at very young ages in many South and East Asian countries where there is
considerable evidence of infanticide, sex selective abortion and neglect of female children within the household. Yet, Anderson and Ray (2010) recently provide a decomposition of the excess female deaths by age and causes of death using aggregate mortality data for different parts of the world and unveil several new findings ${ }^{1}$ While they still find strong evidence of severe gender bias at young ages in India and China, they also find that, as a proportion of the total female population, the number of missing women is largest in Sub-Saharan Africa (mostly women of reproductive ages), and that the majority of missing women in India are of adult ages. The first two chapters of this Thesis attempt to make a step forward in understanding the causes of excess female mortality among women of reproductive and adult ages. This is done by using individual-level data and analyzing how reproductive behavior (i.e., the number of children ever born or desired, the time interval between each birth, and the use of contraceptives) is affected by the sex of earlier-born children. High fertility and especially short birth spacing are in fact associated with poor maternal (and child) health outcomes. As the focus is on women of reproductive ages, the two countries under study, India and Nigeria, are chosen as the two countries with the largest number of maternal deaths, accounting for $18 \%$ and $14 \%$ of all deaths for worldwide, respectively ${ }^{2}$ The empirical strategy used in the first two chapters mainly relies on the exogeneity of the sex of the first-born child. Therefore, the identifying assumption is that the sex of the first-born is uncorrelated with the error term after conditioning for a set of observable characteristics. While the effects are stronger when considering the first two female births, I

[^0]focus on the sex of the first-born to maintain a causal interpretation of the results. The effect of the sex of earlier-born children on birth spacing is estimated using mother fixed effects to control for unobserved mother's heterogeneity.

The first chapter, titled 'Son Preference, Fertility, and Family Structure. Evidence from Reproductive Behavior among Nigerian Women', explores whether and how son preference affects women's fertility behavior and complex family structure. By using individual-level data for Nigeria, the empirical analysis shows evidence of son preference in several dimensions. Specifically, compared to women with first-born sons, women with first-born daughters have (and desire) significantly more children, are less likely to use contraceptives, and are more likely to reduce spacing between following births the more daughters they had among earlierborn children. The preference for own biological sons is also supported by fostering patterns where daughters are substitutes for non-biological girls, while sons are not. Moreover, women with first-born daughters are significantly more likely to end up in a polygynous union, to be divorced, and to be the head of the household. While existing studies for the developing world have mainly documented strong boy-bias in many Asian countries, this paper considers a country in Sub-Saharan Africa and finds that parental gender preferences do affect fertility behavior and play a role in shaping complex family structure by interacting with traditional institutions.

The second chapter, titled 'Why Are Adult Women Missing? Son Preference and Maternal Survival in India', explores the phenomenon of missing women of reproductive and adult ages in India. The empirical analysis uses individual-level data and provides a comparison of the age structure and health indicators of women
by the sex of their first-born to uncover several new findings. First, among mothers with at least one child, the share of those with first-born daughter decreases with women's age (observed at the time of the survey). Second, women with first-born daughter are significantly more likely to be anemic when young (especially under age 30) while they show better anthropometric indicators and no different incidence of anemia as they get older. Interestingly, differences in anemia prevalence arise only some time after the birth of the first child. Third, women with first-born daughter have significantly higher (realized and desired) fertility and are less likely to use contraceptives. Moreover, a female birth is associated with shorter spacing which might put mothers at higher risk of dying for complications during or after childbirth and maternal depletion. I argue that all these findings are consistent with a selection effect in which healthier women of higher socioeconomic status are more likely to survive the birth of daughters. To my knowledge, this is the first paper arguing that women's excess mortality can (at least partly) be an unintended consequence of son preference.

Parental investment in human capital has been shown to have important consequences for children's well being and is a crucial input into their social mobility prospects. Available evidence mostly comes from industrialized countries, where parents are generally free to pass their wealth on to their offspring according to their will. In many developing countries, however, bequests respond not only to parental decisions, but to a series of claims by extended family and lineages that are enforced through customary norms. The presence of these norms is a potential source of distortions in parents' allocation decisions, the extent of which is not yet fully understood.

The third and last chapter of this dissertation, titled 'Customary Norms, Inheritance, and Human Capital: Evidence from a Reform of the Matrilineal System in Ghana', a joint paper with Eliana La Ferrara, examines the effects of traditional inheritance rules on parental investments in their children's human capital. In a context where parents are constrained in the possibility of passing land on to their children (e.g., because it is considered property of the extended family, or clan), investment in their children's human capital might not be optimal. The paper focuses on matrilineal inheritance rules and exploits a policy experiment in Ghana, the introduction of the 1985 Intestate Succession Law. The Law introduced minimum quotas for the land that parents can devolve on their children through intestacy, substantially reducing the share going to the matriclan. In this setting, the Law allowed parents to move closer to the unconstrained optimum. The empirical strategy is a difference-in-difference strategy that exploits differences across cohorts and ethnic groups separately for males and females. We find evidence that, compared to the other patrilineal ethnic groups in Ghana (unaffected by the Law), children in matrilineal groups exposed to the reform received significantly less education. This effect is specific to males for whom the matrilineal constraint was binding, while there is no effect for females. This evidence suggests that before the reform matrilineal groups in Ghana invested more in their children's education to substitute for land inheritance and more generally that traditional norms are important in determining the intergenerational accumulation of property and human capital investments.

To conclude, each chapter provides an original contribution to the literature on parental gender preferences, traditional norms,
and economic outcomes. The first two chapters focus on two aspects that have been widely unexplored in the literature on son preference. These include how gender preferences interact with fertility behavior and traditional social institutions in an African country, and the consequences of son preference for maternal health in India. Finally, by exploiting a natural experiment, the last chapter allows to make some progress in establishing a causal link going from social constraints to economic choices.

## Chapter 1

## Son Preference, Fertility, and Family Structure. Evidence from Reproductive Behavior among Nigerian Women

This paper explores whether and how son preference is reflected in women's reproductive behavior and family structure. Using individual-level data for Nigeria I find that, compared to women with first-born sons, women with first-born daughters have (and desire) significantly more children; are less likely to use contraceptives; and are more likely to reduce spacing between following births the more daughters they had among earlier-born children. The preference for own biological sons is also supported by child fostering patterns in which daughters are found to be substitutes for non-biological girls, while the same does not hold true for sons and non-biological boys. Moreover, women with first-born daughters are significantly more likely to end up in a polygynous union, to be divorced, and to be the head of the household. While existing studies for the developing world have mainly documented strong boy-bias in many Asian countries, this paper considers a country in Sub-Saharan Africa and finds that parental gender preferences do affect fertility behavior and play a role in shaping complex family structure by interacting with traditional social institutions. These results can partly explain the missing women phenomenon in SubSaharan Africa uncovered by Anderson and Ray (2010).

### 1.1 Introduction

There is an extensive literature on parental preferences over a child's gender ${ }^{1}$ For developing countries, son preference has been widely documented in South and East Asia, where gender bias is severe especially at young ages. Sen's 1990 article documented high sex ratios (the ratio of males to females) at birth in many Asian countries: he argued that women might be missing because of sex selective abortion, infanticide and neglect of female children. Other authors have studied fertility behavior, and shown that subsequent fertility is higher for women who had girls among earlier-born children (sonpreferring fertility stopping rules) (Chowdhury and Bairagi, 1990; Clark, 2000; Dreze and Murthi, 2001). It has been argued that the 'try until you have a son' fertility rule may 'passively' lead to a lower amount of resources being allocated to female children within the household. This may happen either as a consequence of shorter weaning time for girls because parents want to 'try again' for a son if they had a girl first (with reduced health benefits from breastfeeding for female children), or because girls tend to be born in larger households (Jayachandran and Kuziemko, 2011; Jensen, 2003) ${ }^{2}$ Again, most of the evidence comes from Asian countries. Recently, in addition to the well-documented preference for sex-balance (BenPorath and Welch, 1976; Angrist and Evans, 1998), new evidence of son preference has been reported also for the United States. In particular, recent research has documented unusually high sex ratios

[^1]especially among Asian mothers in the United States: this pattern is found to be related to the increasing availability of technologies to determine the sex of the fetus (Abrevaya, 2009; Dahl and Moretti, 2008).

The economic literature on son preference rarely focused on Sub-Saharan Africa, which is often regarded as a continent with low or absent gender preferences $3^{3}$ In a recent study, Anderson and Ray (2010) provide a decomposition of the excess female deaths by age and causes of death in different parts of the world. They find that many women are indeed missing in Sub-Saharan Africa, despite the relatively low sex ratio at birth in the continent. The vast majority of women are not missing at birth, but throughout the entire age spectrum and especially during their reproductive years. ${ }^{4}$ Gender bias is likely not to be found at birth in the African context where high fertility is culturally valued and made less costly for families that still rely on the support from the extended family system. This is in contrast with most Asian countries, where fertility is lower and childrearing costs are primarily borne by parents.

The reasons given for son preference are various and include cultural, kinship, economic and institutional factors that typically differ across different societies (Das Gupta et al., 2003; Almond et al.,

[^2]2009).5 In the African context, anthropological and demographic evidence emphasizes the dominant role of males in traditional patrilineal societies where descent and inheritance are transmitted through the male line. Furthermore, male children strengthen the relationship between the wife and her husband's kin (by guaranteeing the continuation of his lineage) and secure (the mother's) access to residence and inheritance upon the husband's death.

This paper examines whether the social pressure for bearing sons is associated with specific patterns in fertility behavior and family structure. It makes at least two novel contributions to the existing literature. First, while Anderson and Ray (2010) use aggregate mortality data and find that, contrary to previously-held wisdom, many women are missing in Sub-Saharan Africa, this paper uses individual-level data for Nigeria and explores son preference in fertility decisions in a context where little is known about parental gender preferences. Second, it provides an original explanation for the prevalence of child fostering and polygyny by arguing that the preference for biological sons is among the factors affecting participation to these traditional institutions.

I use the Nigeria Demographic and Health Survey (NDHS) data and find evidence of son preference in several dimensions. First, compared to women who had a first-born boy, women with a firstborn girl exhibit a 2 percent increase in the number of children ever born. While the effect on fertility is stronger when considering the first two or three female births, I focus on the first-born to maintain

[^3]a causal interpretation of the results. I check for the exogeneity of the sex of the first-born child and discuss about potential sources of bias in the data. The identifying assumption is that the sex of the first-born is uncorrelated with the error term after conditioning for a set of observable characteristics. Second, I find that women's desired fertility and the use of contraceptives are affected by the sex of the first born. In particular, women with a first-born girl are 2.4 percentage points more likely to report that they desire to have another child, and 1.1 percentage points less likely to use contraceptives. Thirdly, I investigate whether the pace at which women have children is influenced by the sex of earlier-born children. I exploit the variation in birth spacing for children of the same mother by estimating regressions with mother fixed effects which allow to control for unobserved women's heterogeneity. I find that, among women who had two daughters as the first two born children, those who have a third or fourth daughter are 3.6 (1.8) percentage points more likely to wait less than 24 (15) months. These findings have implications for child and maternal health that, according to the medical literature, are adversely affected by short spacing (i.e., birth intervals shorter than 24 and 15 months for child and maternal health, respectively).

A second set of findings relates to the institution of child fostering, in which biological children are temporarily sent to live with other families. I focus on the child-labor hypothesis as one of the motivations for fostering according to which children of each gender and age group have specific roles within the household. Therefore, households with an imbalance of biological girls or boys might decide to send or receive a child in order to achieve a balanced gender structure thus maximizing household productivity (Akresh, 2009). If non-biological girls (boys) are substitutes for biological daughters
(sons), household should respond symmetrically to the imbalance of girls or sons in fostering decisions. Instead, for the fostering-in decisions, I find that households with an excess of sons are one percentage point more likely to receive a girl, while those with an excess of daughters are no more likely to foster-in more boys. This asymmetric response may suggest that, because of the desire to have their own biological son, households lacking sons might want to 'save' and continue bearing children instead of fostering-in outside boys. In contrast, households that lack daughters are significantly more likely to receive a girl, as girls are often needed in the house for running domestic chores. This evidence is consistent with the idea that fostered girls are considered as substitutes for own biological daughters in fostering-in decisions, while boys are not substitutes for sons.

Finally, women with first-born daughters are significantly more likely to end up in a polygynous union (i.e., that their husband marries another woman). Importantly, this effect is specific to first-rank wives (who entered the current union with their husband as monogamous) while no effect is found for higher-rank wives. Women with daughters are also more likely to have a nonresident husband, of being divorced, and of being the head of the household.

Altogether, these findings suggest that parental gender preferences do affect fertility behavior and play a role in shaping complex family structure in Nigeria. More specifically, this paper puts forward at least two channels through which adult women might be missing in some countries (the phenomenon unveiled by Anderson and Ray, 2010, and 2012). The first is son-preferring fertility behavior which can have negative effects on women's health by increasing the risk of maternal mortality and morbidity through short spacing and maternal depletion. Maternal mortality is in fact among
the highest in the world in Nigeria (second only to India in absolute number of deaths), which alone accounts for 14 percent of all maternal deaths worldwide (WHO, UNICEF, UNFPA, and World Bank, 2010). The second channel refers to the association between parental gender preferences and specific marital outcomes and living arrangements in which women are often found to be particularly vulnerable and disadvantaged (i.e., female headship and polygyny). To my knowledge, this is the first paper arguing that these outcomes can arise as unintended consequences of son preference.

Theoretically, son-preferring fertility behavior would be generated by a simple dynamic model of mothers' decision to continue or stop having children, similar to the model developed in Jayachandran and Kuziemko (2011).6 $\sqrt[6]{6}$ In their model, the utility depends on the quantity of children (with decreasing returns) and their sex composition. In particular, sons give additional utility which is scaled up depending on an exogenous parameter for the degree of son preference. Considering that breastfeeding can be similarly modeled as longer time interval between births, the predictions of such a model (under the mentioned assumptions and conditional on the number of children) would be that mothers are more likely to wait longer after the birth of boys rather than girls. Similarly, they will have fewer children the more boys they had among previouslyborn children.

Although these results cannot be generalized to the Sub-Saharan African continent or to other contexts, they might represent a starting point for further research studying the underlying motivations

[^4]for the existence of specific institutional features and understand whether they represent a constraint to economic development.

This paper is related to the literature on parental gender preferences in different areas of the world, mostly Asian countries and the United States (Ben-Porath, and Welch, 1976; Williamson, 1976; Sen, 1990; Dahl and Moretti, 2008; Abrevaya, 2009; Anderson and Ray, 2010, 2012; Jayachandran and Kuziemko, 2011). Compared to this literature, I investigate if fertility decisions are gender-biased in Nigeria, a context where little is known about parental gender preferences and complements findings in Anderson and Ray (2010, 2012).

A second related strand of literature analyzes the motivations and the economic implications of the institution of child fostering (Isiugo-Abanhie, 1985; Bledsoe, 1990; Ainsworth, 1996; Akresh, 2009; Beck and others, 2011). This paper links household fostering decisions and fertility and argues that fostering is partly motivated by the desire for sons.

Lastly, it relates to the sociological literature on the effects of a child's gender on marital stability, divorce, and parental involvement (Lundberg, 2005, reviews the literature in this field). Among other outcomes, I empirically test qualitative evidence in the anthropological and demographic literature suggesting that infertility and sex composition of earlier-born children are among the factors affecting the husband's decision to marry another woman.

The remainder of the paper is organized as follows: section 1.2 provides some insights on the context and cultural background; section 1.3 describes the data; section 1.4 introduces the empirical methodology used to analyze fertility outcomes and birth spacing;
section 1.5 presents the results; Section 1.6 focuses on the interactions between son preference and family structure, by showing how the preference for own biological male children may affect child fostering decisions as well as marital outcomes, and section 1.7 concludes.

### 1.2 Context

As in many parts of Sub-Saharan Africa, the Nigerian society is organized around the extended family which still represents the most basic unit of social organization. Family ties are strong and play an important role in shaping individual behavior, even though there are signs that the extended family system is weakening for some ethnic groups (Wusu and Isiugo-Abanihe, 2006). There is an extraordinary ethnic diversity in Nigeria, but all ethnic groups are predominantly characterized by patrilineality and patrilocality $7^{7}$. The anthropological and demographic literature emphazises the dominant role of males in these traditional patrilineal societies where descent and inheritance are transmitted through the male line. Large progenies are strongly valued because they strengthen a man's family status. The interactions between the principles of social organization, fertility preferences and family structure are documented in several demographic studies, such as Isiugo-Abanihe (1994):
'Childlessness is the most dreaded tragedy for a man or a woman to experience in Nigeria's patrilineal society. (...) The majority of

[^5]the respondents felt that a man without a child, particularly without a son, will not be remembered in the family; his branch of the family will come to an end. For the same reason, a man who has only daughters may acquire a second wife to enhance the chance of having a son. Clearly, in such a patriarchal system, the perpetuation of the family line is a strong motivation for children.' Isiugo-Abanihe (1994, p. 154, from a survey of 3,073 Nigerian couples)

Thus, the desire for many children, especially males, is motivated by descent transmission and the urge to provide continuation to the family lineage. More importantly, these societies are characterized by the fact that only males have the control of family landed property, as documented in Wusu and Isiugo-Abanihe (2006) ${ }^{89}$
'In most cultures only male children are allowed to share in family land holdings within the context of the extended family structure and communal ownership of land. Since farming is central to economic life, the most economically rewarding reproductive goal a couple could pursue is a large family size, ideally with many male children. Against this backdrop couples dread barrenness, and until a 'good' number of male children are born, extended family members

[^6]exert pressure, which may culminate in the man marrying another wife' Wusu and Isiugo-Abanihe (2006, pp. 141-142)

In this context, sons are highly valued by women as well because they represent the only way through which they can inherit part of their deceased husband's property (see Fapohunda and Todaro, 1988). This consequently generates pressure for bearing male children as a way to protect themselves in the state of widowhood. It may also lead to competition among co-wives as described in Bledsoe et al. (1998).10
'In their husbands' compounds, women seek to establish their security and to gain a competitive edge over present and future cowives and sisters-in-law by bearing a number of children, especially sons, who will retain rights of residence and inheritance in the compound and will eventually take over its leadership roles.' Bledsoe et al. (1998, p. 23)

One of the peculiarity of the West-African context is widespread fostering of children, in which children are temporarily sent to be raised in another family, away from their biological parents. As argued by some demographers, high fertility is also made possible by the social institution of fostering, through which the costs of childrearing are partly shared with the extended family (Bledsoe, 1990; Isiugo-Abanhie, 1985). Fapohunda and Todaro (1988) argue that 'the presence of parental surrogates in the extended family alleviates problems of incompatibility between child care and work and, thereby, lowers the opportunity cost of children.' (p. 572).

[^7]Smith (2004) argues that the traditional high value associated with having many children (that allow larger kinship networks) might partly motivate the slow transition to lower fertility in Nigeria, even though families start lamenting the increasing costs of raising children due to modernization. In this paper I study the interaction between son preference, fertility behavior and complex family structure related to traditional institutions.

### 1.3 Data and descriptive evidence

I use the 2008 Nigeria Demographic and Health Survey (NDHS) which contains individual-level information on birth histories, household composition, biological children living in the household or elsewhere, birth intervals, and other variables. For the analysis of fertility decisions and birth spacing I use the sample of married women age 15-49 in first union (so that the fertility history at time of the survey is relevant for current union) with at least one child ever born 11

Table 1.1 reports summary statistics for this sample ${ }^{12}$ The mean number of children ever born is $4.3{ }^{13}$ This does not reflect

[^8]completed fertility because part of the women aged 15-49 in the sample will bear more children. The 2008 NDHS reports a total fertility rate (TFR) of 5.7 births per woman. This means that, on average, a Nigerian woman will give birth to 5.7 children by the end of her childbearing years. The 1991 Census reports a TFR of 5.9. ${ }^{14}$ Knowledge of any contraceptive method is widespread in Nigeria, while current use of any contraceptive methods among currently married women is much lower but increasing over time: from $6 \%$ in $1990,13 \%$ in 2003 , to $15 \%$ in 2008 (levels and trend are similar to those for West Africa, WHO 2011) ${ }^{15}$ As described in the previous section, high fertility is strongly desired in the Nigerian context. This is reflected both in the high number of children ever born
before reaching age 1) are 92 and 80 deaths per 1,000 live births for male and female children respectively in 2009 (WHO, 2011). For an international comparison, the male and female mortality rates in 2009 are: 14, 20 in China; 50, 51 in India; 50, 43 in Ghana; 102, 87 in Cameroon; 144, 123 in Afghanistan; 7, 6 in the U.S. For the WHO regions: 85, 74 African Region; 46, 45 SouthEast Asia (incl. India); 57, 51 Eastern Mediterranean Region; 13, 10 European region; 16, 14 Region of the Americas; and 16, 19 in Western Pacific Region (including China). Higher infant mortality rates for male children are consistent with the medical literature documenting that males are biologically weaker than females at birth (Waldron, 1983).
${ }^{14}$ The WHO (2011) reports that the TFR is 5.2 in Nigeria in 2009. For comparison, TFR in the same year is 4.9 in the African Region; 2.5 in SouthEast Asia; 3.4 in Eastern Mediterranean Region; 1.6 in European Region; 2.1 in Region of the Americas; and 1.8 in the Western Pacific Region (WHO region definitions).
${ }^{15} 68 \%$ of all married women and $90 \%$ of all married men know at least one method of contraception, and $29 \%$ ( $45 \%$ ) of all married women (men) reported ever using a method of contraception at some time. Ever use peaks at $36 \%$ ( $49 \%$ ) among married women and men age $35-39$. Among the women currently using contraception, about two thirds are using a modern method (mostly male condom, injectables and pills), while one third use traditional methods (rhythm method and withdrawal are the most common). $20 \%$ of currently married women have an unmet need for family planning; $15 \%$ for spacing and $5 \%$ for limiting; $84 \%$ of currently married women age $15-49$ who are using a method reported that their husband knows about their use of contraception.
and desired fertility; 65 percent of women in fact answer that they want to have more children. About 30 percent of women have a polygynous husband, 9 percent are the head of the household, and for 90 percent of women the husband lives with them. Finally, husbands have completed on average 1.4 more years of education with respect to their wives.

Sex ratio at birth Using the 2008 NDHS birth history data, the sex ratio at birth (here defined as the fraction of male births) is 0.512 for all reported births ${ }^{16}{ }^{17}$ Figure 1.3 plots the sex ratio by the year of birth of all children reported in the NDHS using Kernelweighted local polynomial smoothing. It shows a clear negative relationship between the sex ratio at birth and the birth year of the child for births occurred before 1995, while a rather stable (and biologically 'normal', around 0.51-0.515) sex ratio for more recent births. There are several potential explanations for this pattern, including biological conditions, factors related to maternal survival, or misreporting.

As for the biological explanation, Andersson and Bergstrom (1998) and Almond and Mazumder (2011) find an association between maternal malnutrition and the probability of a male birth.

[^9]According to this literature, women exposed to adverse nutritional conditions are more likely to give birth to females. This is mainly because of the biological 'weakness' of male fetuses (relative to female's) that makes them more likely to die (Waldron, 1983). Therefore, it might be the case that the decreasing sex ratio reflects variations in nutritional conditions ${ }^{18}$ To check for the biological explanation, it is useful to understand whether the sex ratio is consistently high for births occurred during the period 1975-1994 by using data from surveys carried out in different periods. In absence of detailed fertility histories in Census data, I use all the survey rounds of the NDHS (1990, 1999, 2003, and 2008). Figure 1.4 shows the sex ratios by the birth year of the child and by survey year. This allows to distinguish between age and cohort-specific effects. The figure shows that the decreasing trend in the sex ratio is common to all the survey rounds, independently of the cohort of birth of the child, and not specific to the period 1975-1994. This finding suggests that there might be other explanations for the systematically higher sex ratios for births that occurred back in time from the time of the survey.

In a recent paper (Milazzo, 2012), I find a similar decreasing pattern for the sex ratio using data from the India National Family Health Survey (NFHS) ${ }^{19}$ By comparing the age structure and

[^10]health indicators of women by the sex of their first child, I argue that son preference might be associated with selective maternal mortality through son-preferring fertility behavior. Specifically, female births are associated with higher fertility and shorter spacing, which might put mothers at higher risk of dying for complications during or after childbirth and maternal depletion of nutritional resources. The analysis of health indicators indicates that women with first-born daughter are significantly more likely to be anemic when young (especially under age 30 ) while they show better anthropometric indicators and no different incidence of anemia as they get older. Interestingly, differences in anemia prevalence arise only some time after the birth of the first child. These findings are consistent with a selection effect in which healthier women of higher socioeconomic status are more likely to survive the birth of daughters.

Selective maternal mortality is also consistent with patterns found using the Nigerian data. I pool all the available NDHS surveys (carried out in 1990, 1999, 2003, and 2008) and plot the share of women with first-born girl (as opposed to first-born boy) by the age of the mother observed at the time of the survey. Figure 1.5 shows that the share of women with first-born girl is lower among older women, in particular those older than 30. Figure 1.6 shows that the declining trend is specific to first births, while the sex ratio for births of higher order is constant for women of all ages. This maybe due to the association between first-born girl, realized fertility, and spacing. Figure 1.7 plots the share of women with first-born daughter for women with no education ('No edu'), and those with

[^11]at least one year of education ('Edu'). The sex ratio is declining only among uneducated women; this is consistent with the idea that women of low socio-economic status (here proxied by the level of education) are more likely to die due to son-preferring fertility behavior. In absence of the anemia variable in NDHS 2008, I compare other health indicators (namely, weight-for-height and body mass index) and find similar results to those found for India: specifically, women above the age of 30 with first-born girl exhibit better nutritional conditions than those with first-born boy (see table 1.2 and 1.3). This type of bias would lead to an underestimation of the effect of daughters on fertility because (surviving) women reporting a first-born girl would have fewer children on average (being them better-off).

Therefore, son preference might partly contribute to the high number of deaths due to maternal reasons in Nigeria. Maternal mortality is in fact among the highest in the world in Nigeria with an estimated number of 50,000 maternal deaths in 2008, second only to India (with 63,000 maternal deaths). The WHO estimates that one in 23 women dies for complications related to childbirth in Nigeria (WHO, UNICEF, UNFPA, and World Bank, 2010). ${ }^{20}$ Wall (1998) observes that a series of factors contribute to high maternal mortality and morbidity in Nigeria, including low female education, marriage and first pregnancy often occurring at an early age, inadequate health facilities, and cultural and religious practices that restrict women's access to adequate care. Improving maternal

[^12]health is an enormous challenge in Nigeria, which alone accounts for 14 percent of all maternal deaths worldwide (WHO, UNICEF, UNFPA, and World Bank, 2010). Still, Nigeria is making insufficient progress in the achievement of the fifth Millennium Development Goals (MDGs) by $2015 \cdot{ }^{21}$

Finally, being based on self-reported retrospective information, birth histories contained in the NDHS might suffer from misreporting and recall bias, especially for births of children who died in infancy (Smith, 1994; Byass et al., 2007). To check whether recall bias might be a gender-biased phenomenon (e.g., mothers more likely to under-report female births and deaths than males), I test if age at first birth predicts the sex at first birth ${ }^{222}$ The idea is that if mothers do not recall their first-born daughters who died and report a later born son as being the first-born instead, they will look like they had a boy as first-born, but later. If this is the case, then age at first birth should be negatively associated with the sex of the first-born being female. Table 1.16 shows that age at first birth is positively (but not significantly) associated with a female first birth: this evidence is against the possibility of selective recall bias. If present, selective recall bias would lead to an underestimation of the effect of first-born girl on fertility, because women of lower socio-economic status (thus, with a higher number of children on average) would be more likely to under-report female births ${ }^{23}$

[^13]Women's characteristics by the sex of the first born Table 1.2 compares some observable characteristics of women by the sex of their first-born child. On average, women with first-born girl are more educated, have a better educated husband, are more likely to report that they want to have more children, and to be the head of the household. They also marry and have the first child later than women with first-born boy. These differences are statistically significant. The number of children ever born does not differ between the two groups; this can be explained by differential infant mortality (male children are more likely to die in infancy, thus mothers try to replace the dead child by having more children), and by the fact that mothers with daughters are on average more educated (and have fewer children). Next, I split the sample on the subsamples of women age 15-29, and 30-49. I expect to find smaller differences between women with first-born girl and first-born boy among younger women. This is because women's reproductive behavior differs depending on the sex of their earlier-born children, and women might have developed differences over time. If sonpreferring fertility behavior leads to selective maternal mortality as explained above, better off and healthier women would be more likely to survive the birth of girls. As expected, table 1.3 shows that the differences are much smaller for younger women. Among older women (aged 30-49), those with first-born girl are 'better off' in terms of their own and husband's education, they married and had the first child later, are more likely to be head of the household, and

[^14]are also characterized by higher weight-for-height and body mass index. This evidence is consistent with selective maternal mortality as a plausible explanation (see Milazzo, 2012, for similar evidence in the context of India). Therefore, it is important to control for these observable characteristics in the empirical analysis and examine if the inclusion of these variables affects the coefficients of interest in the expected direction.

Birth spacing Short intervals between births have been found to be related to poor child health and maternal outcomes ${ }^{24}$ Medical research has shown that short birth intervals ( $<24$ months) are associated with poor child and maternal health outcomes (SettyVenugopal and Upadhyay, 2002). For example, compared with children born less than 2 years after a previous birth, children born 3 to 4 years after a previous birth are 1.5 times more likely to survive the first week of life, and 2.4 times more likely to survive to age five (NDHS, 2002). With reference to maternal health, compared with mothers who give birth at 9 - to 14 -month intervals, women who have their babies at 27 - to 32 -month birth intervals are: 1.3 times more likely to avoid anemia; 1.7 times more likely to avoid third-trimester bleeding; and 2.5 times more likely to survive childbirth (Conde-Agudelo, and Belizan, 2000) ${ }^{[25}$ Also, there are effects on health of older children (e.g., breastfeeding duration, see Jayachandran, and Kuziemko, 2011). Palloni and Millman (1986) and Palloni and others (1994) discuss the channels through which short birth spacing and breastfeeding affect early childhood mortality. First of all, breast milk contains the nutritional requirements for

[^15]infant growth and protects against the formation of bacteria and of malnutrition. Short preceding birth interval does not allow the mother the time to regain the strength between pregnancies, leading to the inability to adequately breastfeed, while short succeeding intervals reduces maternal care for older children.

Table 1.4 shows some statistics from the 2008 NDHS report. There is a striking negative relationship between the length of the birth interval and mortality. For example, 252 children (out of 1000 live births) die under the age of 5 if the preceding birth interval is shorter than 24 months, while the number of children who die if the interval is 4 years or longer is reduced to 92 .

In the NDHS dataset, of all births reported by each woman, 8 percent are less than 15 months apart, 13 percent less than 18 months, 33 percent less than two years. The mean birth interval is 32.5 months, and the median is 28 . The survival status of the child who opens the birth interval matters: the median interval is 29 months if previous child is alive, 23 months if dead. Moreover, the birth interval increases with birth order (for given \# of children).

Given the association between birth spacing and child and maternal health outcomes, it is important to understand if the desire for having sons affects the pace at which mothers try to conceive and give birth.

### 1.4 Empirical strategy

### 1.4.1 Fertility regressions

To investigate the effect of son preference on fertility, I analyze whether the sex of the first-born affects realized fertility, by con-
sidering all children ever born to a woman ${ }^{26}$. Given that the sex of the first born can reasonably be considered as random, the empirical strategy should be straightforward: unbiased estimates should be obtained by simply regressing the number of children ever born on the sex of the first-born. However, as discussed in the previous section, there are differences in observables between women with a first-born boy or girl. These differences may have developed over time as a consequence of son-preferring fertility stopping rules, i.e. women with a first-born daughter tend to have more children, and their reproductive behavior may influence their health status and ultimately their survival. Even though these types of bias would lead to an underestimation of the effect of first-born girls on fertility, in all regressions I include a set of observable covariates in order to reduce the potential bias. If couples desire to have male children, women with first-born daughter should exhibit higher fertility than women with first-born son, after controlling for observable characteristics.

In order to understand if the sex of the first-born also affects the desire to have more children (which may differ from realized fertility), I construct a dummy variable based on the NDHS survey question: 'Would you like to have another child, or would you prefer

[^16]not to have anymore children?'. I also examine if the current use of contraceptives differs for women with a first-born daughter and first-born son 27

I estimate the following regression (for women with one child or more), which is similar to the empirical strategy in Dahl and Moretti (2004):

$$
\begin{equation*}
y_{i, t, r}=\beta_{1}\left(\text { firstborngirl }_{i}+\gamma X_{i, t, r}+\gamma_{t}+\alpha_{r}+\epsilon_{i, t, r}\right. \tag{1.1}
\end{equation*}
$$

with mother $i$, born in year $t$, and resident in region $r . y_{i, t, r}$ is the dependent variable, which can alternatively be the $\#$ of children ever born, a dummy equal to one if the woman reports the desire to have more children, and a dummy for the current use of any contraceptive methods. firstborngirl indicates whether the first child ever born is a girl (as opposed to a boy); $X_{i, t, r}$ is the set of covariates including: age (of the mother and her husband) and age squared, seven 5-year age groups, age at first marriage, age at first birth, number of years of education (of the mother and her husband), a wealth index, urban, ethnicity, and religion ${ }^{28}{ }^{29} \alpha_{r}, \gamma_{t}$ are region, age-group, and cohort of birth fixed effects, respectively. Given that there is differential mortality across genders, in all re-

[^17]gressions I control for the survival status of the child (a dummy for whether the first-born child is dead and its interaction with firstborngirl). I also control for region and ethnic-specific timetrends, $\delta_{r} t$ and $\chi_{e} t$ respectively, to capture region (ethnicity) and cohort-specific effects that may be correlated with the error term (e.g., the evolution of region or ethnic-specific factors that might have affected the sex of first birth and fertility). Identification relies on the assumption that the sex of the first-born is exogenous (uncorrelated with the error term) after conditioning for the observable characteristics. Regression 1.1 is estimated using OLS and a poisson model for count variables when the dependent variable is the \# of children ever born, and using a probit model for the probability of desiring more children and of using a contraceptive method.

If women practice son-preferring fertility stopping behavior, I expect to find $\beta_{1}>0$ for the regressions for realized (and desired) fertility, and $\beta_{1}<0$ for the use of contraceptives. The analysis mainly focuses on the sex of the first-born to maintain a causal interpretation (Dahl and Moretti, 2008). Since fertility decisions and decisions related to marital status and living arrangements (as shown in section 1.6) are likely to be taken simultaneously, the sex of children born after the first cannot be considered as random anymore. With this limitation in mind, it is worth noting that the effects should (and are found to) be stronger for women who had more children and more daughters among earlier-born children. There is also a potential issue of selection bias when considering the subsamples of women with two, three or more children and comparing realized fertility depending on the sex of all children already born. For example, consider evaluating the effect of the first two girls on fertility. In this case, the sample of women with two or
more children would be used. While the sex of the first-born can be considered as random, the following children represent a choice that may correlate with other household decisions. Moreover, if the choice to continue having children after a first-born girl or a first-born boy is correlated with unobserved characteristics, the estimated coefficients would be biased. Since it is possible to observe women that progress to next parity only if they have reached the previous one, those who have had children after daughters might be different than women who progressed after sons 30

### 1.4.2 Birth spacing regressions

If there is pressure on women (or couples) to have male children, mothers who had daughters first might try to conceive another child sooner after the birth of a daughter (compared to those who had sons). To study the association between the length of birth intervals and the sex composition of earlier-born children, I use the sample of all children ever born to each woman (the unit of analysis is the child, not the woman as in the previous section) ${ }^{31} \mathrm{I}$ analyze the average succeeding birth interval (expressed in \# of months), which indicates how long the mother waits to have another child after the realization of the sex of the previous ${ }^{32}$ Given that the NDHS includes information on the interval between each birth for

[^18]all children, I can use mother fixed effects and exploit the variation in the length of the interval within the fertility history of each woman. This allows to control for all observables and unobservables characteristics that may correlate with the error term. I estimate the following regression:
\[

$$
\begin{equation*}
y_{i, j, t}=\beta_{1} \text { girl }_{i, j, t-1}+\sum_{k} \gamma_{k} \text { birthorder }_{i, j, t-1, k}+\alpha_{j}+\epsilon_{i, j, t-1} \tag{1.2}
\end{equation*}
$$

\]

with $i$ child, $j$ mother, $t$ : current child, $t-1$ : preceding child. $y_{i, j, t}$ is the succeeding birth interval in months (the time between the birth of child $t-1$ and $t) ; \alpha_{j}$ are the mother fixed effects; birthorder $_{i, j, t-1, k}$ is a set of $k$ dummies for birth order. I also construct a dummy variable equal to one if the succeeding birth interval is shorter than 24 or 15 months, the critical intervals below which child and maternal health are negatively affected.

Given the high fertility context, I expect to find no significant difference in succeeding interval at each birth if the previous child is male or female. Therefore, I estimate regression 1.2 on the following subsamples: the subsample of women who had a first-born daughter (or, separately, a first-born boy); the subsample of women who had a first and second-born daughter (and all the other combinations); the subsample of women who had three girls (and, separately, those who had three boys, etc) as earlier-born children. Identification with fixed effects requires to consider mothers with at least three, four, five children ever born ${ }^{33}$. The prediction with son preference is that the succeeding birth interval at each birth should be shorter

[^19]$\left(\beta_{1}<0\right)$ if a girl is born rather than a boy; given the high fertility context, this effect should be found the more girls are born among earlier-born children, because the pressure for having a son is greater.

### 1.5 Main results

### 1.5.1 Fertility results

Table 1.5 shows the OLS estimates of the effect of a first-born girl on the number of children ever born ${ }^{34}$ In column (1), the coefficient of firstborngirl is positive but not significant. In column (2), the controls for education and age at first marriage and birth are added, and the coefficient for first-born girl is now larger in magnitude and significant at $5 \%$ level. Adding the controls for mortality in columns (3) and (4) leads to a further increase in the coefficient of interest. Specifically, women with first-born daughter have 0.07 more children (this effect is significant at $1 \%$ level), which correspond to a $1.7 \%$ increase of the number of children ever born. The effect is $2.1 \%$ percent in the subsample of women age 30-49, who have had more children and are closer to completed fertility ${ }^{35}$

The rising coefficient of firstborngirl across specifications in Table 1.5 confirms that it is important to control for all the observables characteristics. In particular, more educated women tend to report more first-born girls than uneducated women (probably

[^20]because of selective maternal mortality discussed in the descriptive section). Since education is negatively correlated with fertility, ignoring to include the control for education leads to an underestimation of the effect of first-born girl. Similarly, not taking into account that boys are biologically weaker than girls at young ages and are therefore more likely to die would generate a downward bias if mortality is associated with higher fertility (because mothers are trying to replace the lost child by having more children).

The evidence found so far suggests that the sex composition of earlier-born children affects subsequent realized fertility. The next question is whether it has an effect on mothers' fertility preferences. I estimate a similar regression, where the dependent variable is a dummy equal to one if the mother reports she wants more children. Table 1.6 shows the probit estimates. Women with a first-born girl are 2.4 percentage points (significant at $5 \%$ level) more likely to report that they want another child.

The results for the use of contraception are shown in column (2) of Table 1.6. Women with first-born girl are 1.1 percentage points less likely to use any method of contraception. This is an important effect considering that a small fraction of women are currently using contraceptives.

Table 1.18 shows the estimated effects of the birth of two consecutive daughters on fertility and contraceptive use for the subsample of women with at least two children ever born. As expected, the percent effects are stronger than those found for first-born daughter.

Together with the effects on desired fertility, this evidence suggests that women with daughters want to have more children compared to women with sons, probably because they intentionally continue bearing children until they have the desired number of
sons.

### 1.5.2 Birth spacing results

I turn now to discussing the effects of the sex composition of earlierborn children on the length of the interval between births. Column (1) to (3) of Table 1.7 show that the birth of a girl has no effect on the birth interval when considering all births. This is probably due to the fact that in a high fertility context the effect on spacing might become negative (and significant) only after the birth of several girls. It is interesting to note that ignoring to include the indicators for mortality leads to an overestimation of the effect of the birth of a girl. Consistent with the results found in the fertility part, higher mortality of males makes mothers wait less on average after the birth of a boy than that of a girl (being mortality negatively associated with the length of the interval). Therefore, it is important to control for mortality to uncover the real effect on birth spacing. Column (4) to (6) show that the birth of each successive girl implies a reduction of the interval for women who already had a first-born girl; however this effect is not significant. Columns (7) to (9) of Table 1.7 focus on the subsample of women who had at least four children, among which the first two are girls. Column (8) shows that on average mothers wait 1.32 months less after the birth of any successive girl (this effect is significant at $5 \%$ level), compared to the birth of any successive boy. The estimates obtained using OLS are similar (column 9). Finally, columns (10) to (12) consider the subsample of women with 5 or more children. Interestingly, for women with the first three born girls, the length of the interval after the birth of a girl (compared to the birth of a boy) is reduced by 3.25 months, and this effect is significant at $1 \%$ level. Appendix table 1.19 shows additional results for the subsamples of
women with first-born boy (column 2), first and second-born boy (column 4), and mixed gender composition (columns 5, 8, 9). As expected, the birth of a girl has no effect on spacing for women who had a first-born boy or mixed gender offspring among earlier-born children.

Next, I estimate the probability that the birth interval is shorter than 24 and 15 months which, as indicated in the medical literature, are the critical lengths below which child and maternal health are negatively affected, respectively. The results are shown in Table 1.8: column (1) and (3) show that, after the birth of any girl, mothers who had two girls as the first two born children are 2.1 percentage points more likely to wait less than 24 months, though not significantly so, and 1.5 percentage points more likely to wait less than 15 months (significant at 10 percent level).

In columns (2), the sample is restricted to the first 4 children (excludes children of birth order 5 and higher), to make sure that the effect on spacing is not only driven by the behavior of women with many children. The result in column (2) suggests that the pace at which mothers have children tends to accelerate especially among earlier female births (the third and/or the fourth girl born) rather than later born. Considering that about $32 \%$ of women wait less than 24 month in this subsample, the effect is important and equal to a $11.2 \%$ increase. Column (4) shows that the likelihood that the next birth is spaced less than 15 months apart increases by 1.8 percentage points (equivalent to a $22 \%$ increase given that on average $8 \%$ of births are spaced less than 15 months apart in this subsample) after the birth of a girl for mothers who already had two girls.

Figure 1.1 plots the distribution of the length of the interval for the subsample of women with two girls as the first two born chil-
dren (and at least three children ever born) by the sex of successive births. The continuous (dotted) line represents the distribution after the birth of a girl (boy). Given that the length of the interval increases with birth order and in order to avoid confounding effects, I consider the first four births for each woman (this also allows to exclude the hypothesis that the effect only comes from women who had many children). As expected, the distribution of the length of the interval after the birth of a girl lies to the left of the distribution of the interval after a boy is born. The two distributions are statistically different from each other, as shown by the rejection of the null hypothesis of equality of distributions (Kolmogorov-Smirnov test, with a p-value of 0.004). Appendix figure 1.8 shows that the distributions in the subsample of women who had two boys or mixed gender composition are not significantly different from each other. Similarly, figure 1.2 uses the subsample of women with three girls as the first three born children and shows that the whole distribution of the interval after each successive girl lies to the left of the distribution after each boy (and the two distributions are statistically different from each other as shown by the Kolmogorov-Smirnov test with p-value 0.047). This evidence confirms the idea that the pressure for having sons increases with the number of girls born, and leads to a significant reduction in spacing between births, with implications for the health status of mothers and their children.

## Birth spacing and child mortality

In this section I estimate the effects of a short birth interval on child mortality (using mother fixed effects). I focus on the effects of the preceding birth interval (shorter than 24 months) on the likelihood of dying before age 2 . The preceding birth interval is the birth-to-
birth interval that is closed by the child under consideration ${ }^{36}$
As previously discussed, short birth intervals have been shown to have deleterious effects on child health and mortality. Palloni and Millman (1986) argue that close birth spacing does not allow a woman to regain her physical strength and nutrients required to have a successful following pregnancy. The effects go through retardation of fetal growth as well as the mother's inability to properly breastfeed the child, all leading to increased risk of death of the child. Moreover, competition for resources among siblings born in close succession may aggravate the negative effects on child health 37

Column 1 in Table 1.9 shows that a child born less than 24 months after the preceding child is 4.2 percentage points more likely to die (at age 2 or before) compared to a child born after a longer interval (the coefficient is significant at $1 \%$ level). It also shows that female children are less likely to die than males, which is consistent with descriptive evidence on mortality and with the medical literature documenting that males are biologically weaker than females at birth (Waldron, 1983). Column 2 includes the interaction term between 'short preceding interval' and the female dummy. Interestingly, a short birth interval has an additional positive and significant effect on the likelihood of dying for female children as opposed to males. This result, together with the results obtained in the previous section that birth spacing is shorter after the birth

[^21]of girls, suggests that son preference might be among the factors affecting child mortality.

### 1.6 Son preference and family structure

In this section I provide additional evidence supporting the argument that the preference for biological sons affects several dimensions of people's life, by showing that it correlates with household fostering decisions and women's marital outcomes.

### 1.6.1 Child fostering

Child fostering refers to 'the relocation or transfer of children from biological or natal homes to other homes where they are raised and cared for by foster parents' (Isiugo-Abanihe, 1985, p. 53). It is a widely accepted and practiced social institution in many parts of Sub-Saharan Africa ${ }^{38}$

The reasons for child fostering have been studied by several researchers (Isiugo-Abanhie, 1985; Bledsoe, 1990; Ainsworth, 1996; Akresh, 2009; Beck and others, 2011). These include insurance against idiosyncratic shocks to family income, education (children in rural households are sent to live with their urban kin members where there are schools), kinship fostering (ie., as part of the obligations between members of the same extended family), and child labor.

Akresh (2009) studies household fostering decisions in Burkina Faso. In particular, he analyzes the child labor hypothesis accord-

[^22]ing to which children participate in household production by performing domestic tasks and children of each gender and age group have their specific roles. According to this idea, households with an excess of female or male children might decide to send or receive a child in order to achieve a balanced gender structure and thus maximize household productivity. I build on Akresh's idea and investigate whether households' fostering decisions differ depending on the sex composition of children. If non-biological girls (boys) are substitutes for biological daughters (sons), I should find symmetric responses for the imbalance with more girls or boys ${ }^{39}$ If instead there is preference for own biological son but not for own daughter, responses should not be symmetric.

## Household fostering decisions, data and empirical strategy

The analysis of fostering decisions is done at the household level (as opposed to the fertility part in previous sections where mother are the unit of analysis). The number of biological children is based on fertility histories of the spouse/s of the head (or of the woman, if the household is female-headed), and includes all daughters and sons alive before fostering (summing up resident children and children living elsewhere) ${ }^{40}$ The focus is on children (alive) age 6-14 (included), for which fostering is more common. ${ }^{41}$

[^23]First, I empirically examine whether the probability of sending or receiving a child is correlated with household demographic variables, such as the number of biological children (and separately, the number of boys and girls). Second, I construct two variables for the household gender imbalance (less endogenous than the number of children above considered): 'more sons 6-14', and 'more daughters $6-14$ ' (similarly to Akresh (2009)) 42 These are dummies equal to one if the number of biological sons age $6-14$ (daughters) exceeds the number of daughters (sons), respectively. The omitted category is a dummy equal to one for households in which the number of sons equals the number of daughters. The latter category also includes households with no children in the relevant age group, which are the ones that typically receive more children in Nigeria. 43 Compared to Akresh (2009), after having estimated the regressions on the full sample of households, I also restrict the sample to households with at least one biological child age 6-14 (for the fostering in regressions) and separately for households with at least one child, daughter or son (for the corresponding fostering out regression). This allows to focus on fostering decisions for households that have a gender imbalance versus those that are actually balanced because they have the same (strictly positive) number of boys and girls. Furthermore, while Akresh (2009) examines different motivations for fostering within the same regression, I examine only the

[^24]child labor-gender imbalance hypothesis and also control for a set of additional household-level observable characteristics.

A foster child is defined as being a resident child whose parents are alive and live elsewhere. Accordingly, dummies for whether the household hosts at least one foster child, girl or boy are created (used for fostering-in decisions). In the DHS, the mother also reports whether each biological child is living in the household or elsewhere. Based on this information, I construct three dummies which are equal to one if at least one biological child, son or daughter of the household head lives elsewhere (used for fostering-out decisions).

Table 1.20 shows some summary statistics. The sample excludes households in which there is no woman eligible for the woman questionnaire (age 15-49); in fact, for these households the number and sex of biological children is not available ${ }^{44} 17 \%$ of households have at least one child aged $6-14$ who is living elsewhere, and $6 \%$ of households host at least one child age 6-14. 45 Moreover, female children are more involved in fostering than males. $24 \%$ percent of households have an excess of daughters or sons, while $51 \%$ are

[^25]balanced (including households with no children aged 6-14, which represent $40 \%$ of the sample). The bottom panel of Table 1.20 shows the summary statistics for urban areas only, where fosteringout (-in) seems to be less (more) frequent than in rural areas. This is consistent with the idea that the quality of the network and the distance to urban areas matters for fostering.

In the empirical part, I estimate a probit model for the probability of fostering-in or -out a child on the number of biological sons and daughters and the variables for the gender imbalance ('more sons 6-14', and 'more daughters 6-14'). First, if fostering is motivated by the need for child labor, I expect that compared to balanced households, unbalanced households tend to foster more to achieve balance. Second, if there is preference for own biological son, household fostering decisions should differ in response to an excess of male or female children.

## Household fostering decisions, results

Table 1.10 shows the results for the probability of fostering-in a child. Column (1) shows that the higher the number of biological sons and daughters, the less likely is that the household receives a child (a Wald test accepts the null of equality of the coefficients on the number of boys and girls). Columns (2) and (3) show the results for the probability of fostering-in a girl or a boy. In columns (4) to (6) the sample is restricted to households with at least one child. The results are similar to those obtained for the full sample but smaller in magnitude. This is consistent with the evidence that the absence of children age 6-14 is a strong motivation for receiving children and is consistent with the child labor hypothesis described above.

This evidence suggests that biological sons and daughters are
both substitutes for fostered children in household production. However, from this evidence it is not possible to infer the household response to the gender imbalance, since the coefficients only indicate that fewer children are fostered in if there are more biological children of either sex (by keeping constant the number of children of the opposite sex).

Columns (7) to (12) include the indicators for the gender imbalance and reveal an asymmetric pattern. Households with an imbalanced gender composition are less likely to foster-in children if compared to balanced or childless households (as the coefficients in columns 7 to 9 are all negative). Specifically, the excess of daughters is associated with a stronger reduction in the probability of receiving a child (column 7) and in particular a girl (see column 8 and 9 ), than the excess of sons $\sqrt{46}$. These results (similar to those $^{4}$. in Akresh, 2009) probably underestimate the real effect of gender imbalances on fostering-in decisions because the omitted category (same number of boys and girls) includes childless households (the ones more involved in fostering in). When restricting the sample to households with at least one child aged 6-14 I can focus on the effect of the sex imbalance. Column (11) shows that households in which there are more sons than daughters are 1 percentage point more likely to receive a girl (significant at $5 \%$ level and different from the coefficient on the excess of daughters by a Wald test). By contrast, households with an excess of daughters do not foster in more boys (column 12). This asymmetric response may suggest that households lacking sons do not foster in boys because of the desire of having their own biological son. This motivation may lead

[^26]them to 'save' (by avoiding to host boys in the household) to continue bearing children. Instead, households that lack daughters are significantly more likely to receive a girl, as girls are often needed in the house for performing domestic chores (Isiugo-Abanhie, 1985; Ainsworth 1996). This evidence is constistent with the idea that fostered girls are considered as substitutes for own biological daughters in fostering-in decisions, while boys are not substitutes for sons.

Table 1.11 reports the results for the fostering-out decision. Column (1) shows that the probability of sending away a child increases with the number of children, which is again consistent with the child-labor motivation for fostering. Moreover, having many daughters increases this probability more than having many sons (the Wald test rejects the null of equality of coefficients). This suggests that biological sons are fostered-out less than daughters, probably because parents tend to privilege having sons under their direct control more than daughters (consistent with son preference). Sons and daughters are not substitutes for each other in fosteringout, as shown in columns 2 and 3 (in contrast with the results for fostering-in). The higher the number of biological daughters (sons), and the more daughters (sons) are sent away: this is consistent with the idea of gender-specific roles within the household. Columns 4 to 6 focus on the subsample of households with at least one child, daughter or son, with similar results. Column (7) shows that unbalanced households send out children more than balanced or childless ones, even though a Wald test indicates that the coefficients of the variables for the excess of sons and daughters are not significantly different from each other. Columns (8)-(9) and (11)-(12) suggest that households tend to respond symmetrically to the imbalance of children of either gender.

The asymmetries found for the household fostering decisions
seem to indicate that biological sons are preferred to non-biological boys, while this is not the case for female children. Alternatively, this is also partly consistent with the possibility that girls are in general more 'productive' or have a greater weight in the household production function 47 Consistent with this idea and considering that in rural areas boys should have a greater weight in the household production function if they work in the field, the estimates obtained above should differ in urban and rural areas (e.g., in fostering-in regressions, if there is excess of daughters, households should foster-in boys more in rural areas). Appendix table 1.21 shows that this is not the case, even though the asymmetries appear to be stronger in rural areas (this results is in agreement with stronger son preference in more traditional rural areas). It is important to consider that the motivations for fostering are widely different in urban and rural areas and that these results deserve further examination.

### 1.6.2 Marital outcomes

The anthropological and demographic evidence introduced in Section 1.2 suggests that infertility and sex composition of earlier-born children are among the factors affecting the husband's decision to marry another woman. Dahl and Moretti (2004) analyze Census data for Kenya and find that, among all married women, those with daughters among earlier born children are more likely to be in

[^27]a polygamous relationship compared to women with sons ${ }^{48}$ They interpret this as evidence that the desire for boys leads some husbands to marry another woman if the first wife delivers a girl. This could be due to the fact that women who had only girls are discriminated by their husband's kin and the society or because husbands might perceive that the probability of giving birth to boys at next births is lower ${ }^{49}$ Another interpretation could be that taking an additional wife, possibly younger, maximizes the probability of having many sons, given that the fertile period of the first wife is reduced (as it is reduced the possible number of male children that she can possibly bear considering that she already had children).

Being in a polygynous union has important consequences on women's and children's welfare. In particular, even though there are contrasting views in the literature on the desirability of being in a polygynous union by women, several papers have documented that women and children in polygynous households exhibit poorer health outcomes and suffer because of competition for resources (see Bove and Valeggia, 2009, for a review of the empirical evidence on the relationship between polygyny and women's health in Sub-Saharan Africa) ${ }^{50}$ Female headship has often, but not always,

[^28]been found to be associated with poverty and insecurity (see Buvinic and Rao Gupta 1997 for a review of the literature). Horrell and Krishnan (2007) find that female-headed households in rural Zimbabwe are no different from male-headed ones in terms of income poverty, but they lack assets for agricultural production and are thus constrained in the capacity to improve productivity. In this section I empirically explore whether the sex of the first-born child affects marital status and living arrangements, which in turn affect children's and women's well-being.

## Data and results

I use the sample of all married (or ever-married) women and their full fertility history to explore whether polygyny and other marital outcomes are associated with the sex of the first-born child. $70 \%$ of women 15-49 in the NDHS are married. Among married women, $35 \%$ have a polygynous husband, and $90 \%$ have a resident husband, while among ever-married women, $10 \%$ are divorced, and $12 \%$ are head of the household. Among polygynous married women, $41.2 \%$ are ranked first, $48.7 \%$ second, $8 \%$ third, $2 \%$ higher rank (rank assigned based on the duration of marriage). The probability of being in first union is lower for higher-rank wives ( $89 \%$ of rank one wives, $71 \%$ of rank two, $58 \%$ of rank three; while $92 \%$ for monogamous) $5_{51}^{5}$

I analyze the effect of first-born daughter on four outcomes: that the husband marries another woman after the first wife (the husband is polygynous), that he resides in the household with his wife, and that the woman is divorced or head of the household.

[^29]The empirical strategy is similar to that employed in the analysis of fertility outcomes illustrated in section 1.4.1 ${ }^{52}$ Again, the identification assumption is that the sex of the first-born is exogenous after conditioning on the controls. Each regression is run separately for all married or ever-married women, and on the subsample of older women age 30-49, who are more likely to have experienced the outcomes under consideration.

I exploit the information on the rank of each wife in a polygynous union (available in the NDHS) and run the regressions on the subsample of monogamous married women and first-rank wives in a polygynous union (excluding wives of higher order rank). This is because the outcome of interest is whether the husband marries another woman as a consequence of the fact that the first wife had daughters instead of sons. Thus, I compare monogamous women to women who are currently first-rank wives but entered the union with their current husband as monogamous. Table 1.12 shows the results. Column (1) shows that women with a first-born daughter are 1.3 percentage points (significant at $5 \%$ level) more likely to be first-rank wives (as opposed to monogamous) compared to women with a first-born son. As a placebo test, I run a regression in which I compared monogamous women and last-rank wives (of rank higher than the first). If husbands choose to marry another woman because the first had a daughter, the effect should be stronger for first-rank wives (compared to monogamous), while no effect (or a smaller effect, since the husband can always marry more women) should be found for higher rank wives. As expected, the probability of being in a polygynous union is not higher for last-rank

[^30]wives who have had a first-born daughter rather than a first-born boy (the coefficient of first-born girl is 0.000 with a standard error equal to 0.006 ).

Column (4) shows that the husband of women with first-born daughters is 1.4 percentage points less likely to live with his wife. Column (6) and (8) show that ever married women with first-born girl are also 1.8 (1.4) percentage points more likely to be the head of the household (divorced) ${ }^{53}$ This evidence clearly suggests the preferences for the sex of children affects marriage outcomes.

## Polygyny and the sex of children born at the time of husband's re-marriage

In the previous section, I considered the sample of all women, independently of their relationship to the head of the household (spouses, daughters, other relatives, etc...) and irrespectively of whether or not they co-reside with their husband. Given that many women with a polygynous husband do not co-reside with him in this context, it is not possible to know the number and the sex composition of children born to every wife of the same husband for all the households in the sample. However, it would be interesting to know the number and sex of children (if any) born before the husband decides to marry a second wife.

In order to check the exact sex composition of children born at the time of the husband's re-marriage, I should focus on a subsample of women with the following characteristics: resident spouses of the head in their first unions (because only the date of first marriage is available in the dataset, and both dates of marriage of the first

[^31]and second wife are needed). Therefore, I end up with a sample of 1621 women who are first-rank wives of the head: these women were monogamous until the date of their husband's marriage with the second wife 5 With this dataset, I compare monogamous women with women ranked first in a polygynous relationship. The fraction of polygynous women in this sample is $9.5 \%$ (all the other women in the sample are monogamous by construction), which is significantly lower than the fraction of polygynous women in the full sample due to the restrictions made in the dataset.

By analyzing realized fertility data for rank-one wives, I obtain the following descriptive statistics: first, the median number of children born before re-marriage is 2 (it's 3 after excluding women who did not have children); second, $19 \%$ of married women ranked first (305 out of 1621) did not have any child before re-marriage; and third, the median number of years between 1st and 2nd marriage is 7 years (only 3 years if the first wife did not bear children).

Turning to the results, column (1) in table 1.13 shows that infertility is strongly associated with polygyny. Specifically, women without children are 15.4 percentage points more likely to have an husband who is polygynous. Column 2 instead shows that, among women who have at least one child, those who had all sons (compared to all daughters) are 0.8 percentage points (significant at $5 \%$ level) less likely to end up in a polygynous relationship. Consistently, women those with a first-born girl are 0.5 percentage points (significant at $5 \%$ level) more likely to have a polygynous husband. These results are consistent with findings in the previous section.

[^32]
### 1.7 Conclusions

The economic literature has long studied the prevalence and the consequences of parental gender preference in developed and developing countries. In the latter context, most studies have focused on many Asian countries where the sex ratio at birth is abnormally high. As noted by Anderson and Ray (2010), 'normal' sex ratio (at birth) in Sub-Saharan countries might be one of the reasons leading to the underestimation of the phenomenon of missing women in this context. They show that women are indeed missing in SubSaharan Africa, but not at birth. Excess female mortality is in fact largest among women of adult and reproductive ages. This paper uses individual-level data for Nigeria and shows that mothers (or couples) make fertility decisions that seem to be motivated by the desire for giving birth to sons. Indeed, male children can strengthen the relationship between the wife and her husband's kin (by guaranteeing the continuation of his lineage) and secure access to residence and inheritance after the husband's death. Interestingly, findings also suggest that the preference for own biological sons interacts with the way people participate in traditional institutions, such as child fostering and polygyny.

The results of this paper suggest that son preference affects reproductive behavior and has potential implications for women's and children's well-being. High fertility and especially short birth spacing are in fact associated with poor maternal (and child) health outcomes.

## Figures

Figure 1.1: Distribution of length of birth interval after the birth of each girl or boy. First four births to each woman.


Subsample of women with at least three children ever born. Excludes births of birth order five or higher. Kolmogorov-Smirnov test for the equality of distribution calculated for range of interval 0-60 months.

Figure 1.2: Distribution of length of birth interval after the birth of each girl or boy. First five births to each woman.


Subsample of women with at least four children ever born. Excludes births of birth order six or higher. Kolmogorov-Smirnov test for the equality of distribution calculated for range of interval 0-60 months.

## Tables

Table 1.1: Summary statistics

|  | mean | median | st. dev. | N |
| :--- | :---: | :---: | :---: | :---: |
| \# children ever born | 4.31 | 4 | 2.70 | 18426 |
| wants another child | 0.65 | 1 | 0.48 | 18314 |
| contraceptive use | 0.17 | 0 | 0.37 | 18426 |
| polygynous husband | 0.30 | 0 | 0.46 | 18346 |
| female head | 0.09 | 0 | 0.29 | 18426 |
| husband living in | 0.90 | 1 | 0.30 | 18307 |
| age | 31.62 | 30 | 8.39 | 18426 |
| age first marriage | 17.90 | 17 | 4.66 | 18426 |
| age first birth | 19.50 | 19 | 4.48 | 18426 |
| woman eduyrs | 5.03 | 5 | 5.36 | 18414 |
| husband eduyrs | 6.40 | 6 | 5.82 | 18055 |

2008 NDHS. Using sample weights. Sample of married women 15-49 in first union with at least one child ever born.

Table 1.2: Summary statistics, by the sex of the first born

|  | first-born girl | first-born boy | difference | st. error diff. | n |
| :--- | :---: | :---: | :---: | :---: | :---: |
| \# children ever born | 4.286 | 4.330 | -0.044 | $(0.043)$ | 18426 |
| wants another child | 0.657 | 0.642 | $0.015^{*}$ | $(0.008)$ | 18314 |
| contraceptive use | 0.165 | 0.167 | -0.002 | $(0.006)$ | 18426 |
| polygynous husband | 0.297 | 0.297 | 0.000 | $(0.007)$ | 18346 |
| female head | 0.095 | 0.086 | $0.009^{*}$ | $(0.005)$ | 18426 |
| husband living in | 0.893 | 0.906 | $-0.013^{* * *}$ | $(0.005)$ | 18307 |
| age | 31.587 | 31.648 | -0.061 | $(0.133)$ | 18426 |
| age first marriage | 17.992 | 17.820 | $0.172^{* *}$ | $(0.077)$ | 18426 |
| age first birth | 19.583 | 19.430 | $0.153^{* *}$ | $(0.074)$ | 18426 |
| woman education yrs | 5.177 | 4.913 | $0.264^{* * *}$ | $(0.088)$ | 18414 |
| partner education yrs | 6.595 | 6.227 | $0.368^{* * *}$ | $(0.093)$ | 18055 |
| weight-for-height | -0.524 | -0.554 | 0.030 | $(0.020)$ | 17845 |
| body mass index | 23.137 | 23.032 | 0.105 | $(0.077)$ | 17953 |

Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union with at least one child. Using survey weights. ${ }^{* * *},{ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

| Table 1.3: Summary statistics, by the sex of the first born and mother's age |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | first girl | first boy | diff | se diff | n | first girl | first boy | diff | se diff | n |
|  | \# children ever born | 2.587 | 2.590 | -0.003 | $(0.035)$ | 8187 | 5.626 | 5.652 | -0.026 | $(0.058)$ |
| 10239 |  |  |  |  |  |  |  |  |  |  |
| wants another child | 0.874 | 0.856 | $0.018^{* *}$ | $(0.008)$ | 8142 | 0.485 | 0.479 | 0.006 | $(0.011)$ | 10172 |
| contracept. Use | 0.124 | 0.127 | -0.003 | $(0.009)$ | 8187 | 0.197 | 0.197 | 0.000 | $(0.009)$ | 10239 |
| polygynous husband | 0.245 | 0.256 | -0.011 | $(0.010)$ | 8156 | 0.339 | 0.328 | 0.011 | $(0.010)$ | 10190 |
| female head | 0.072 | 0.082 | -0.010 | $(0.006)$ | 8187 | 0.113 | 0.089 | $0.022^{* * *}$ | $(0.007)$ | 10239 |
| husband living in | 0.904 | 0.904 | 0.000 | $(0.007)$ | 8132 | 0.885 | 0.908 | $-0.023^{* * *}$ | $(0.007)$ | 10175 |
| age | 23.920 | 23.796 | 0.124 | $(0.082)$ | 8187 | 37.635 | 37.616 | 0.019 | $(0.123)$ | 10239 |
| age first marriage | 17.008 | 16.793 | $0.215^{* *}$ | $(0.088)$ | 8187 | 18.770 | 18.601 | 0.169 | $(0.115)$ | 10239 |
| age first birth | 18.423 | 18.277 | $0.146^{*}$ | $(0.083)$ | 8187 | 20.499 | 20.307 | $0.192^{*}$ | $(0.110)$ | 10239 |
| woman education yrs | 4.733 | 4.694 | 0.039 | $(0.125)$ | 8182 | 5.526 | 5.079 | $0.447^{* * *}$ | $(0.121)$ | 10232 |
| partner education yrs | 6.425 | 6.189 | $0.236^{*}$ | $(0.135)$ | 8005 | 6.729 | 6.256 | $0.473^{* * *}$ | $(0.129)$ | 10050 |
| weight-for-height | -0.581 | -0.588 | 0.007 | $(0.026)$ | 7920 | -0.480 | -0.528 | $0.048^{*}$ | $(0.029)$ | 9925 |
| body mass index | 22.104 | 22.093 | 0.011 | $(0.098)$ | 7977 | 23.950 | 23.744 | $0.206^{*}$ | $(0.110)$ | 9976 |

Robust standard errors adjusted for clustering at the household level in parentheses. All married women in first union with at least one child. Using survey weights. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

Table 1.4: Child mortality rates by length of previous birth interval (NDHS 2008)

|  | Neonatal <br> mortality | Infant <br> mortality | Under-five <br> mortality |
| :--- | :---: | :---: | :---: |
|  | $<1$ month | $<1$ year | $<5$ years |
| $<2$ years | 70 | 135 | 252 |
| 2 years | 37 | 76 | 168 |
| 3 years | 31 | 59 | 123 |
| 4+ years | 23 | 44 | 92 |

Estimates are for deaths per 1,000 live births. Source: NDHS, 2008.

Table 1.5: The effect of first-born girl on the number of children ever born.

|  | Age 15-49 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| dep var. | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ |
|  | 0.043 | $0.050^{* *}$ | $0.062^{* * *}$ | $0.073^{* * *}$ | $0.118^{* * *}$ |
| first-born girl | $(0.029)$ | $(0.024)$ | $(0.024)$ | $(0.025)$ | $(0.043)$ |
| age first marriage |  | $-0.011^{*}$ | $-0.013^{* *}$ | $-0.013^{* *}$ | -0.008 |
|  |  | $(0.006)$ | $(0.006)$ | $(0.006)$ | $(0.007)$ |
| age first birth |  | $-0.253^{* * *}$ | $-0.246^{* * *}$ | $-0.246^{* * *}$ | $-0.233^{* * *}$ |
|  |  | $(0.006)$ | $(0.006)$ | $(0.006)$ | $(0.007)$ |
| woman eduyrs |  | $-0.022^{* * *}$ | $-0.022^{* * *}$ | $-0.022^{* * *}$ | $-0.027^{* * *}$ |
|  |  | $(0.004)$ | $(0.004)$ | $(0.004)$ | $(0.006)$ |
| husband eduyrs | -0.002 | -0.000 | -0.000 | -0.002 |  |
|  |  | $(0.003)$ | $(0.003)$ | $(0.003)$ | $(0.005)$ |
| first-born girl*first child dead |  |  |  | -0.062 | -0.076 |
|  |  |  |  | $(0.069)$ | $(0.107)$ |
| first child dead |  |  | $0.572^{* * *}$ | $0.600^{* * *}$ | $0.722^{* * *}$ |
|  |  |  | $0.036)$ | $(0.048)$ | $(0.074)$ |
| Observations | 17589 | 17589 | 17589 | 17589 | 9777 |
| R-squared | 0.557 | 0.700 | 0.706 | 0.706 | 0.544 |
| Percent effect | 1.00 | 1.15 | 1.43 | 1.68 | 2.09 |
| Mean first-born boy | 4.33 | 4.33 | 4.33 | 4.33 | 5.65 |

OLS estimates. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Includes 7 five-year age groups dummies, mother and husband's age (and square), six region dummies, birth year fixed effects, ethnic and region-specific time trends, ethnicity, religion, urban dummy, and a wealth index. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

Table 1.6: The effect of first girl on desired fertility and the use of contraception

|  | $=1$ wants another child | $=1$ currently using contrac. |
| :--- | :---: | :---: |
| dep. var: | $(1)$ | $(2)$ |
| first-born girl | $0.024^{* *}$ | $-0.011^{* *}$ |
|  | $(0.010)$ | $(0.005)$ |
| age first marriage | $0.003^{* *}$ | -0.002 |
|  | $(0.002)$ | $(0.001)$ |
| age first birth | $0.019^{* * *}$ | $(0.001$ |
|  | $(0.002)$ | $0.005^{* * *}$ |
| woman eduyrs | $-0.003^{*}$ | $(0.001)$ |
| husband eduyrs | $(0.001)$ | 0.001 |
|  | $0.004^{* * *}$ | $(0.001)$ |
| first-born girl*first child dead | $(0.001)$ | 0.014 |
|  | -0.013 | $(0.017)$ |
| first child dead | $(0.023)$ | $-0.032^{* * *}$ |
|  | $0.111^{* * *}$ | $(0.009)$ |
| Observations | $(0.014)$ | 17589 |
| Pseudo R-squared | 17499 | 0.224 |
| Percent effect | 0.282 | 6.5 |
| Mean boy | 3.8 | 0.17 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Includes 7 five-year age groups dummies, mother and husband's age (and square), six region dummies, birth year fixed effects, ethnic and region-specific time trends, urban dummy, ethnicity, religion, \# children ever born, and a wealth index. ${ }^{* * *},{ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.
${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.


Table 1.7: Length of the birth interval (\# months), conditional on the gender of earlier-born children

Table 1.8: Probability of a short birth interval (shorter than 24 or 15 months), conditional on the first two born girls

|  | $<24$ months |  | $<15$ months |  |
| :--- | :---: | :---: | :---: | :---: |
| Subsample | All <br> children | first 4 <br> children | All <br> children | first 4 <br> children |
| girl | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
|  | 0.021 | $0.036^{*}$ | $0.015^{*}$ | $0.018^{*}$ |
| girl $^{*}$ dead child | $(0.015)$ | $(0.022)$ | $(0.008)$ | $(0.011)$ |
|  | -0.046 | -0.069 | -0.015 | -0.015 |
| dead child | $(0.033)$ | $(0.048)$ | $(0.023)$ | $(0.032)$ |
|  | $0.184^{* * *}$ | $0.193^{* * *}$ | $0.117^{* * *}$ | $0.109^{* * *}$ |
|  | $(0.028)$ | $(0.044)$ | $(0.020)$ | $0.029)$ |
| Birth order dummies | Yes | Yes | Yes | Yes |
| Mother FEs | Yes | Yes | Yes | Yes |
| Observations | 11086 | 8149 | 11086 | 8149 |
| R-squared | 0.244 | 0.319 | 0.276 | 0.373 |

Subsample of women with at least four children ever born. OLS estimates, linear probability model. Robust standard errors adjusted for clustering at the household level in parentheses. Using survey weights. ${ }^{* * *},^{* *}$, and * indicate significance at $1 \%$, $5 \%$ and $10 \%$ levels.

Table 1.9: The effect of short birth interval on child mortality

|  | $(1)$ | $(2)$ |
| :--- | :---: | :---: |
| short preceding interval | $0.042^{* * *}$ | $0.034^{* * *}$ |
|  | $(0.004)$ | $(0.006)$ |
| female child | $-0.007^{*}$ | $-0.012^{* * *}$ |
|  | 0.004 | 0.003 |
| short preceding interval*female |  | $0.016^{*}$ |
|  |  | 0.009 |
| Birth order dummies | Yes | Yes |
| Mother FEs | Yes | Yes |
| Observations | 51081 | 51081 |
| R-squared | 0.291 | 0.291 |

Subsample of women with at least three children ever born. OLS estimates. Robust standard errors adjusted for clustering at the household level in parentheses. Using survey weights. ${ }^{* * *},{ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.
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| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Koq } \\ \text { rotsof } \end{gathered}$ | $\begin{gathered} {\left[\begin{array}{c} \text { [1.8 } \\ \text { rotsoj } \end{array}\right]} \end{gathered}$ |  | $\begin{gathered} \text { Koq } \\ \text { rozsoj } \end{gathered}$ |  |  | Koq re7soj |  | $\begin{aligned} & \text { P!! } \begin{array}{c} \text { PIT } \\ \text { ratsoj } \end{array} \end{aligned}$ | $\begin{gathered} \text { Koq } \\ \text { rəzsoj } \end{gathered}$ |  | $\begin{gathered} \text { piliv } \\ \text { potsoj } \end{gathered}$ | :гел ¢ dәр |
| ( LI ) | ( I ) | (01) | (6) | (8) | (2) | (9) | (g) | (t) | (8) | (\%) | ( 1 ) |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | ग[dures [ITJ |  | splduresqns |  |  |  | ә[dures IITy |  |  |


Table 1.11: Household fostering-out decision: biological child, daughter or son age 6-14 living elsewhere

|  | full sample |  |  | subsamples |  |  | full sample |  |  | subsamples |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Households with: |  |  |  | at least one child | at least one dau | at least one son |  |  |  | at least one child | at least one dau | at least one son |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| dep. var: | child elsewhere | daughter elsewhere | Son elsewhere | child elsewhere | daughter elsewhere | son elsewhere | child elsewhere | daughter elsewhere | son elsewhere | child elsewhere | daughter elsewhere | son elsewhere |
| \# biol. sons <br> \# biol. daughters | $\begin{gathered} 0.062^{* *} * \\ (0.003) \\ 0.071^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.002) \\ 0.068^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.060^{* *} * \\ (0.002) \\ 0.003^{*} \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.048^{* * *} \\ (0.005) \\ 0.062^{* * *} \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.005) \\ 0.078^{* * *} \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.058^{* * *} \\ (0.006) \\ -0.007 \\ (0.005) \end{gathered}$ |  |  |  |  |  |  |
| more biol. sons more biol. daughters |  |  |  |  |  |  | $\begin{gathered} 0.150^{* * *} \\ (0.009) \\ 0.162^{* * *} \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.021^{* * *} \\ (0.005) \\ 0.135^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.124^{* * *} \\ (0.008) \\ -0.021^{* * *} \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.015 \\ (0.012) \\ -0.000 \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.043^{* * *} \\ (0.015) \\ 0.064^{* * *} \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.054^{* * *} \\ (0.011) \\ -0.044^{* * *} \\ (0.014) \end{gathered}$ |
| Observations | 20578 | 20578 | 20578 | 12477 | 9156 | 9246 | 20578 | 20578 | 20578 | 12477 | 9156 | 9246 |
| Pseudo R-squared | 0.218 | 0.257 | 0.233 | 0.083 | 0.072 | 0.063 | 0.193 | 0.213 | 0.201 | 0.068 | 0.061 | 0.058 |

[^33]







| $\begin{aligned} & \text { t\&'0 } \\ & \text { 8sçI } \end{aligned}$ | $\begin{aligned} & 9 \mathrm{~s} \cdot 0 \\ & \text { costz } \end{aligned}$ | $\begin{aligned} & 8 \& \& 0 \\ & \text { LZ\&E } \end{aligned}$ | $\begin{aligned} & \angle L Z \circ 0 \\ & Z \mathrm{I} 8 Z Z \end{aligned}$ | $\begin{aligned} & \text { LZI'0 } \\ & \angle D L I I \end{aligned}$ | $\begin{gathered} 600 \\ \text { ZIE0Z } \end{gathered}$ | $\begin{aligned} & \text { L0\& } 0 \\ & \text { ¢ } 686 \end{aligned}$ | $\begin{aligned} & 96 Z^{\circ} 0 \\ & \text { ØT\&9I } \end{aligned}$ | parenbs－y opnəsd suo！̣ұел．iəsqo |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| （810\％） | （010．0） | （8L0．0） | （010．0） | （8L0．0） | （L10．0） | （ $210 \%$ ） | （LIO．0） | реәр РГ！ч० ұs．．y |
| もL0．0－ | $200 \%$ | $600{ }^{-}$ | $800{ }^{-}$ | L00\％ | 700 0 | ＊＊＊970 $0^{-}$ | ＊＊LZ0 $0^{-}$ |  |
| （\％L0．0） | （600\％） | （010\％） | （200＇0） | （600．0） | （800．0） | （910＊0） | （LLO．0） |  |
| ＊＊＊L90＊0 | ＊＊＊ 600 | $900{ }^{-}$ | $800{ }^{-}$ | 100.0 | $7000^{-}$ | ＊＊＊TLO＊ | ＊＊＊89000 | реәр р！！чァ ұs．iy |
| （010．0） | （200．0） | （800．0） | （900＇0） | （200\％） | （900．0） | （2L0\％${ }^{\text {a }}$ | （800．0） |  |
| ＊LIO 0 | ＊＊8 $\mathrm{LO}^{\circ} 0$ | L00＇0 | $800^{\circ} 0^{-}$ | L10\％ 0 | $200{ }^{\circ}$ | ＊＊＊880 $0^{-}$ | ＊＊＊L70＊${ }^{-}$ | ueq．．n |
|  |  |  |  | （ 500.0 ） | （ 200.0 ） | （ L 00.0 ） | （ L 0000 ） |  |
| 00＊0 | （100\％${ }^{\circ}$ | （00） | （100\％ 0 ） | $\begin{aligned} & * * * \mathrm{~S}_{0} 0^{-0} 0^{-} \\ & \left(\mathrm{L} 00^{\circ} 0\right) \end{aligned}$ | $* * * S 00^{-} 0^{-}$ <br> （ $\mathrm{L} 00^{\circ} 0$ ） | $\begin{aligned} & * * \mathcal{E}^{*} 00^{\circ} 0 \\ & \left(z 00^{\circ} 0\right) \end{aligned}$ | $\text { *** } 700 \cdot 0$ $(\mathrm{L} 00.0)$ | s．ıSnpa pueqsnu |
| （00） | （1000） | （0） | （1000） |  |  |  |  |  |
| $\begin{gathered} * * * 800^{\circ} 0^{-} \\ \left(200^{\circ} 0\right) \end{gathered}$ | $\begin{gathered} * * * \& 00^{\circ} 0^{-} \\ \left(\mathrm{L} 00^{\circ} 0\right) \end{gathered}$ | $\begin{gathered} * * * E 00^{\circ} 0 \\ \left(\mathrm{~L} 00^{\circ} 0\right) \end{gathered}$ | $\begin{gathered} * * * \neq 00^{\circ} 0 \\ \left(\mathrm{~L} 00^{\circ} 0\right) \end{gathered}$ | $\begin{gathered} * * 700^{\circ} 0^{-} \\ \left(100^{\circ} 0\right) \end{gathered}$ | $\begin{gathered} * * * 0_{0}^{*} 0^{-} \\ \left(\mathrm{L} 00^{\circ} 0\right) \end{gathered}$ | $\begin{aligned} & * * * 600^{\circ} 0^{-} \\ & \left(\mathrm{L} 00^{\circ} 0\right) \end{aligned}$ | $\underset{\left(\mathrm{T} 00^{*} \cdot 0^{-}\right)}{ }$ | S．ıSппрә чешом |
| 700 $0^{-}$ | ＊＊ $700{ }^{\circ}{ }^{-}$ | L00 $0^{-}$ | L00 $0^{-}$ | 0000 | L00．0 | ＊＊＊S00 $0^{-}$ | ＊＊＊800 $0^{-}$ |  |
| （100．0） | （100\％） | （ $100 \%$ ） | （200．0） | （ 100.0 ） | （ 100.0 ） | （ $\mathrm{L} 00 \%$ ） | （ $\mathrm{L} 00 \%$ ） |  |
| ＊＊＊900 $0^{-}$ | ＊＊＊200 $0^{-}$ | L00．0 | $000{ }^{-}$ | L00．0 | L00\％ 0 | ＊＊＊S00 $0^{-}$ | ＊＊＊900＊${ }^{-}$ |  |
| （ $200{ }^{\circ} 0$ ） | （900\％） | （900\％） | （ $700^{\circ} 0$ ） | （900\％） | （ $700^{\circ} 0$ ） | （010\％） | （900＇0） |  |
| ＊ 1200 | $700{ }^{\circ}$ | ＊＊＊8L0＊0 | ＊200\％ | ＊＊${ }^{\text {［ }}$［0 $0^{-}$ | ＊＊600＊0－ | ＊＊＊LZ0＊0 | ＊＊EL0＇0 | ［1．18 unoq－7s．ey |
| （8） | （L） | （9） | （g） | （ $\ddagger$ ） | （8） | （z） | （ I ） |  |
| 6才－08 | II ${ }^{\text {e }}$ | 6才－08 | II ${ }^{\text {e }}$ | 6t－08 | ［ ${ }^{\text {e }}$ | 6才－08 | II ${ }^{\text {e }}$ | GDV |
| иәшом рә！ぃлеш－лəлә |  |  |  | иәшом рә！̣ıви |  |  |  | ：ədurs |
| рәә．ı | P $\mathrm{I}=$ | реәч әГешәу $\mathrm{I}=$ |  | ұиәр！̣эə．ı pueqsn¢ $\mathrm{I}=$ |  | purqsny uK．onjod $\mathrm{L}=$ |  |  |



Table 1.13: Polygynous husband (timing of his re-marriage)

| Dep. var.: $=1$ husband polygynous |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ |
| did not have children | $0.154^{* * *}$ |  |  |
|  | $(0.017)$ |  |  |
| share of sons |  | $-0.008^{* *}$ |  |
| (children born before husband's re-marriage) |  | $(0.003)$ |  |
| first-born girl |  |  | $0.005^{* *}$ |
| $\quad$ (born before husband's re-marriage) |  |  | $(0.002)$ |
| Observations | 14827 | 13266 | 13266 |
| Pseudo R2 | 0.454 | 0.417 | 0.416 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Other controls include region fixed effects, mother religion and ethnicity, age and education of the mother and her husband, mother's age at first marriage and birth, urban dummy, dummies for mortality of first daughter or boy born, 5 -year age group dummies, a wealth index. \# of children ever born, hh size are included only in columns (2) and (3). ${ }^{* * *}$, **, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

## Appendix

Figure 1.3: Male births (out of total births), by birth year of the child, NDHS 2008


Figure 1.4: Male births (out of total births), by birth year of the child, by NDHS survey


Figure 1.5: Share of women with first-born girl, by mother's age (at the time of the survey), Pooled NDHS 1990, 1999, 2003, and 2008


Figure 1.6: Share of women with first-born girl and higher-order female birth, by mother's age (at the time of the survey), Pooled NDHS 1990, 1999, 2003, and 2008


Figure 1.7: Share of women with first-born girl, by mother's age (at the time of the survey) and education level, Pooled NDHS 1990, 1999, 2003, and 2008


Figure 1.8: Distribution of length of birth interval after the birth of each girl or boy. First 4 children (or less) ever born to a woman


Kolmogorov-Smirnov test for the equality of distribution calculated for range of interval 0-60 months.

Table 1.14: Summary statistics, sample of married women 15-49 in first union with at least one child ever born.

|  | mean | p 50 | sd | min | $\max$ | N |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| \# children ever born | 4.31 | 4 | 2.70 | 1 | 18 | 18426 |
| \# daughters ever born | 2.10 | 2 | 1.68 | 0 | 11 | 18426 |
| \# sons ever born | 2.21 | 2 | 1.74 | 0 | 12 | 18426 |
| \# children alive | 3.55 | 3 | 2.13 | 0 | 15 | 18426 |
| \# daughters alive | 1.74 | 1 | 1.41 | 0 | 10 | 18426 |
| \# sons alive | 1.81 | 2 | 1.44 | 0 | 11 | 18426 |
| first child dead | 0.17 | 0 | 0.38 | 0 | 1 | 18426 |
| first daughter dead | 0.08 | 0 | 0.26 | 0 | 1 | 18426 |
| first son dead | 0.10 | 0 | 0.30 | 0 | 1 | 18426 |
| first-born girl | 0.48 | 0 | 0.50 | 0 | 1 | 18426 |
| first-born boy | 0.52 | 1 | 0.50 | 0 | 1 | 18426 |
| married | 1.00 | 1 | 0.00 | 1 | 1 | 18426 |
| only union | 1.00 | 1 | 0.00 | 1 | 1 | 18426 |
| polygynous husband | 0.30 | 0 | 0.46 | 0 | 1 | 18346 |
| female head | 0.09 | 0 | 0.29 | 0 | 1 | 18426 |
| husband living in | 0.90 | 1 | 0.30 | 0 | 1 | 18307 |
| age | 31.62 | 30 | 8.39 | 15 | 49 | 18426 |
| age first marriage | 17.90 | 17 | 4.66 | 7 | 45 | 18426 |
| age first birth | 19.50 | 19 | 4.48 | 9 | 44 | 18426 |
| husband age | 41.66 | 40 | 10.89 | 17 | 96 | 18123 |
| contraceptive use | 0.17 | 0 | 0.37 | 0 | 1 | 18426 |
| wants another child | 0.65 | 1 | 0.48 | 0 | 1 | 18314 |
| wants no more children | 0.21 | 0 | 0.41 | 0 | 1 | 18314 |
| urban | 0.32 | 0 | 0.47 | 0 | 1 | 18426 |
| education yrs | 5.03 | 5 | 5.36 | 0 | 22 | 18414 |
| husband eduyrs | 6.40 | 6 | 5.82 | 0 | 21 | 18055 |
| catholic | 0.10 | 0 | 0.30 | 0 | 1 | 18286 |
| other christian | 0.36 | 0 | 0.48 | 0 | 1 | 18286 |
| muslim | 0.52 | 1 | 0.50 | 0 | 1 | 18286 |
| hausa-fulani | 0.34 | 0 | 0.48 | 0 | 1 | 18318 |
| igbo | 0.13 | 0 | 0.34 | 0 | 1 | 18318 |
| yoruba | 0.18 | 0 | 0.38 | 0 | 1 | 18318 |
| weight-for-height | -0.54 | -0.67 | 1.21 | -4 | 5.92 | 17845 |
| body mass index | 23.08 | 22.14 | 4.64 | 12.1 | 59.7 | 17953 |
|  |  |  |  |  |  |  |

2008 NDHS. Using sample weights.

Table 1.15: Summary statistics, sample of women 15-49 with at least one child ever born

|  |  | mean | p 50 | sd | min | max |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | N

2008 NDHS. Using sample weights.

Table 1.16: Age at first birth and sex of the first-born child

| dep. var: | first-born girl |
| :--- | :---: |
| age at first birth | 0.001 |
|  | $(0.001)$ |
| Observations | 18189 |
| Pseudo R-squared | 0.003 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Includes six region dummies, urban dummy, birth year fixed effects, ethnicity, and religion. ${ }^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%$, $5 \%$ and $10 \%$ levels.

Table 1.17: The effect of first-born girl on the number of children ever born, poisson estimates.

| dep. var: | \# children ever born |
| :--- | :---: |
| first-born girl | $0.017^{* * *}$ |
|  | $(0.006)$ |
| Observations | 17587 |

Poisson estimates. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Includes 7 five-year age groups dummies, age at first birth, age at first marriage, interaction between first-born girl and a dummy for whether the first-born child is dead, mother and husband's age (and square), mother and husband's education, six region dummies, birth year fixed effects, ethnic and region-specific time trends, ethnicity, religion, urban dummy, and a wealth index. ${ }^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

Table 1.18: Sex of the first two-born children, realized (and desired) fertility and the use of contraception

|  | \# children ever | $=1$ wants another child | $=1$ currently using contrac. |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ |
| girl,girl | $0.127^{* * *}$ | $0.051^{* * *}$ | $-0.015^{*}$ |
|  | $(0.039)$ | $(0.015)$ | $(0.008)$ |
| one boy one girl | 0.038 | -0.003 | -0.002 |
|  | $(0.032)$ | $(0.012)$ | $(0.007)$ |
| Observations | 15065 | 14975 | 15027 |
| R-squared (or Pseudo) | 0.655 | 0.262 | 0.230 |
| Percent effect | 2.6 | 8.5 | 8.8 |
| Mean boy,boy | 4.88 | 0.60 | 0.17 |

OLS estimates in column (1). Probit estimates in columns (2)-(3), marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. All married women aged 15-49 in first union. Using survey weights. Includes 7 five-year age groups dummies, mother and husband's age (and square), six region dummies, birth year fixed effects, ethnic and region-specific time trends, urban dummy, ethnicity, religion, and a wealth index. The \# children ever born is included in columns (2)-(3). ${ }^{* * *},^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.


Table 1.19: Length of the birth interval (\# months), conditional on the gender of earlier-born children

Table 1.20: Fostering, summary statistics

| Sample of households (urban and rural) |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | mean | sd | min | $\max$ | N |
| at least one child 6-14 living elsewhere | 0.172 | 0.377 | 0 | 1 | 21501 |
| at least one daughter 6-14 living elsewhere | 0.106 | 0.308 | 0 | 1 | 21501 |
| at least one son 6-14 living elsewhere | 0.098 | 0.298 | 0 | 1 | 21501 |
| at least one foster child 6-14 in the hh | 0.061 | 0.239 | 0 | 1 | 21501 |
| at least one foster girl 6-14 in the hh | 0.041 | 0.198 | 0 | 1 | 21501 |
| at least one foster boy 6-14 in the hh | 0.025 | 0.156 | 0 | 1 | 21501 |
| more daughters 6-14 (\# daughters > \#sons) | 0.240 | 0.427 | 0 | 1 | 21501 |
| more sons 6-14 (\# daughters < \#sons) | 0.246 | 0.431 | 0 | 1 | 21501 |
| same number (\# daughters = \#sons) | 0.515 | 0.500 | 0 | 1 | 21501 |
| no biol. children age 6-14 | 0.398 | 0.490 | 0 | 1 | 21501 |
| \# biological children 6-14 | 1.417 | 1.562 | 0 | 14 | 21501 |
| \# biological daughters 6-14 | 0.702 | 0.977 | 0 | 12 | 21501 |
| \# biological sons 6-14 | 0.715 | 0.987 | 0 | 10 | 21501 |

Urban areas only

|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| at least one child 6-14 living elsewhere | 0.133 | 0.340 | 0 | 1 | 6572 |
| at least one daughter 6-14 living elsewhere | 0.078 | 0.269 | 0 | 1 | 6572 |
| at least one son 6-14 living elsewhere | 0.077 | 0.266 | 0 | 1 | 6572 |
| at least one foster child 6-14 in the hh | 0.069 | 0.254 | 0 | 1 | 6572 |
| at least one foster girl 6-14 in the hh | 0.047 | 0.212 | 0 | 1 | 6572 |
| at least one foster boy 6-14 in the hh | 0.027 | 0.162 | 0 | 1 | 6572 |
| \# biological children 6-14 | 1.187 | 1.398 | 0 | 10 | 6572 |
| \# biological daughters 6-14 | 0.589 | 0.879 | 0 | 8 | 6572 |
| \# biological sons 6-14 | 0.598 | 0.888 | 0 | 6 | 6572 |

2008 NDHS. Using sample weights. Excludes households in which there is no woman eligible for the woman questionnaire (age 15-49) for whom the number and sex of children is not available.

Table 1.21: Household fostering decisions, urban and rural areas

|  | Fostering-in |  |  | Fostering-out |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | foster <br> child | foster <br> girl | foster <br> boy | biol. child <br> elsewhere | biol. girl <br> elsewhere | biol. boy <br> elsewhere |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |
| more biol. sons | $0.015^{* *}$ | $0.015^{* * *}$ | 0.001 | $-0.028^{* *}$ | $-0.051^{* * *}$ | $0.050^{* * *}$ |
| more biol. daughters | $(0.006)$ | $(0.006)$ | $(0.004)$ | $(0.014)$ | $(0.016)$ | $(0.013)$ |
|  | 0.007 | 0.006 | 0.000 | 0.000 | $0.062^{* * *}$ | $-0.034^{* *}$ |
| more biol. sons*urban | $(0.006)$ | $(0.006)$ | $(0.004)$ | $(0.014)$ | $(0.013)$ | $(0.016)$ |
|  |  |  |  |  |  |  |
| more biol. daughters*urban | -0.005 | -0.011 | 0.009 | 0.045 | 0.030 | 0.012 |
|  | -0.006 | $(0.007)$ | $(0.006$ | -0.002 | $(0.029)$ | $(0.040)$ |
|  | $(0.010)$ | $(0.008)$ | $(0.006)$ | $(0.001$ | 0.006 | $-0.046)$ |
|  |  |  |  |  | $(0.026)$ | $(0.029)$ |
| urban | -0.002 | 0.004 | -0.003 | -0.006 | -0.016 | 0.019 |
|  | $(0.010)$ | $(0.008)$ | $(0.006)$ | $(0.024)$ | $(0.025)$ | $(0.024)$ |
| Observations |  |  |  |  |  |  |
| Pseudo R-squared | 12477 | 12477 | 12477 | 12477 | 9156 | 9246 |
|  | 0.04 | 0.04 | 0.05 | 0.07 | 0.06 | 0.06 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the village level in parentheses. Using survey weights. All controls and fixed effects included. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Other controls include region fixed effects, urban dummy, wife (or woman head if female headed household) religion and ethnicity, years of education and age of the male head and his wife/ves (or woman head), a wealth index, household land ownership, a dummy for polygynous household head and female headed household, \# children ever born, \# of daughters and sons alive age $0-5$, \# of household members older than 15 (male and female). Regressions in columns (1) to (4) are for the subsample of households with at least one child alive age 6-14; and the subsamples of hhs with at least one daughter and son age $6-14$ in columns (5) and (6), respectively.
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## Chapter 2

Why Are Adult Women Missing? Son Preference and Maternal Survival in India

This paper explores the phenomenon of missing women of reproductive and adult ages in India. By using individual-level data, I compare the age structure and health indicators of women by the sex of their first-born and uncover several new findings. First, among mothers with at least one child, the share of those with firstborn daughter decreases with women's age (observed at the time of the survey). Second, women with first-born daughter are significantly more likely to be anemic when young while they show better anthropometric indicators and no different incidence of anemia as they get older. Interestingly, differences in anemia prevalence arise only some time after the birth of the first child. Third, women with first-born daughter have significantly higher (realized and desired) fertility and are less likely to use contraceptives. Moreover, a female birth is associated with shorter spacing which might put mothers at higher risk of dying for complications during or after childbirth and maternal depletion. I argue that all these findings are consistent with a selection effect in which healthier women of higher socioeconomic status are more likely to survive the birth of daughters. To my knowledge, this is the first paper arguing that women's excess mortality can (at least partly) be an unintended consequence of son preference.

### 2.1 Introduction

There is an extensive literature on parental preferences over a child's gender. Sen's 1990 article documented high sex ratios at birth (the ratio of males to females who are born) in many South and East Asian countries: he argued that women might be missing because of sex-selective abortion, infanticide and neglect of female children. Sex ratios for children aged 0-6 have been steadily increasing since 1961 in India, and evidence of female foeticide has been widely documented (Jha et al, 2006) ${ }^{1}$. The diffusion of prenatal sex determination technologies starting from the end of the 1980s has been found to be associated with the increasing sex ratios and preferential prenatal treatment for boys (Bhalotra and Cochrane, 2010; Bharadwaj and Nelson, 2012).$^{2}$ Other authors have studied fertility behavior and shown that subsequent fertility is higher for women who had girls among earlier-born children (son-preferring fertility stopping rules) (Chowdhury and Bairagi, 1990; Clark, 2000; Dreze and Murthi, 2001; Arnold et al., 2002). The 'try until you have a son' fertility rule may also 'passively' lead to lower amount of resources being allocated to female children within the household. This may happen either as a direct consequence of the fact that the weaning time for girls will be shorter than that for boys as parents want to try again for a son, or because girls tend be born in larger households (e.g., see Jayachandran and Kuziemko, 2011, for gender disparities in breastfeeding duration, and Jensen, 2003, on the

[^34]gender differential in education) $3^{3}$
Previous studies mostly focused on gender bias at birth or young ages in explaining the phenomenon of missing women. A notable exception is Anderson and Ray (2010), who provide a decomposition of the excess female deaths by age and causes of death using aggregate data for different parts of the world. While they still find evidence of severe bias against young (and unborn) female children, they show that the majority of missing women in India are of reproductive and adults ages $⿶^{4}$ Recently, Anderson and Ray (2012) replicate this exercise for India. They confirm that most missing women are found in adulthood and add that there is 'significant state-wise variation in the distribution of missing women across the age groups' (p. 3). Moreover, they observe that 'if we compare maternal mortality rates and the percentage of the female population that is missing at reproductive ages across the states, we do indeed see a positive correlation' (p. 15). The World Development Report (WDR) 2012 corroborates these findings and argues that the 'female disadvantage in mortality during the reproductive ages is in part driven by the risk of death in pregnancy and childbirth and associated long-term disabilities' (World Bank, 2011, p. 78).5

[^35]While previous recent studies have documented the excess of female mortality among adult women, this paper attempts to make a step forward in understanding the causes of excess female mortality among women of reproductive and adult ages. It makes at least two contributions to the existing literature. First, while Anderson and Ray (2010, 2012) use aggregate mortality data and find that, contrary to previously-held wisdom, many women are missing in adulthood, this paper uses individual-level data for India and explores whether and how fertility behavior and preferences can partly explain this pattern. Second, it compares health outcomes across different age groups to uncover a selection effect in which healthier women of higher socioeconomic status might be more likely to survive the birth of daughters. The main novelty of this paper is that it provides an original explanation for the phenomenon of missing adult women that essentially coincides with the one that has been brought forward to explain overt discrimination at younger ages, namely parental preferences for sons.

I pool three rounds of the India National Family Health Survey (NFHS) and find several interesting new patterns. First, I provide non-parametric evidence that, among women with at least one child ever born, the share of women with first-born daughter decreases with mother's age (reported at the time of the survey). To confirm this result, I also estimate an ordered logit model in which the dependent variable is a categorical variable for each age-group to show that the conditional age distribution shifts to the left for women with first-born girl (compared to first-born boys). Second, women with first-born daughter are 1.2 percentage points more likely to be anemic when young (especially under age 30 ) while they show significantly higher anthropometric indicators (weight-for-height and body mass index) and no different incidence of anemia as they
get older. Interestingly, differences in anemia prevalence arise only some time after the birth of the first child. This suggests that women are similar at the time of first-birth, thus ruling out other interpretations based on biological differences among women with daughters or sons. This results are obtained after controlling for age at first birth, height (a proxy for health status before the first pregnancy), pregnancy and breastfeeding status, and other observable women's characteristics. Third, compared to women with firstborn son, women with first-born daughter have 0.28 more children, are 7.3 percentage points less likely to use contraceptives (and in particular less likely to be sterilized), 1.3 more likely to have had a terminated pregnancy, and 5.1 percentage points more likely to desire more children. I focus on the sex of the first-born child to maintain a causal interpretation of the results. The identifying assumption is that the sex of the first-born is uncorrelated with the error term after conditioning for a set of observable characteristics. Lastly, using mother fixed effects to control for unobserved mother's heterogeneity, I estimate the effect of the sex of the child on birth spacing. I find that the birth of a girl increases the probability that the mother waits less than 24 (15) months by 2 (0.8) percentage points (equivalent to about a 6 and 9 percent effect, respectively).

My hypothesis is that the patterns identified in the data are consistent with selective mortality through son-preferring fertility stopping behavior. In particular, as it is shown in the empirical part, the birth of a daughter is associated with higher fertility and closely spaced births. This reproductive behavior may lead to higher risk of death for complications during or after childbirth and maternal depletion. The link between son-preferring fertility behavior and maternal mortality is supported by medical evidence. Specifically, a high number of pregnancies is associated with higher lifetime risk
of death due to pregnancy and short birth intervals are associated with poor child and maternal health outcomes. This is because close birth spacing does not allow a woman to regain her physical strength and nutrients required to have a successful following pregnancy. This fertility behavior is strongly associated with anemia, which in turn is an underlying cause of maternal mortality. I argue that a selection effect in which women of higher socioeconomic status are more likely to survive the birth of daughters can in part explain why adult women with first-born daughter are fewer and better-off in terms of nutritional indicators and other observable characteristics.

The remainder of the paper is organized as follows: Section 2.2 provides some background information on the prevalence of maternal mortality and anemia in India; Section 2.3 describes the data; Section 2.4 analyzes nonparametric evidence; Section 2.5 introduces the empirical methodology used to analyze fertility outcomes, birth spacing, health outcomes and describes the results; Section 2.6 discusses three alternative interpretations of the results; and Section 2.7 concludes.

### 2.2 Fertility behavior and maternal health outcomes

A high number of pregnancies is associated with higher lifetime risk of death due to pregnancy (WHO, 2008). Short intervals between births have been found to be related to poor child health and maternal outcomes ${ }^{6}$ Medical research has shown that short birth intervals ( $<24$ months) are associated with poor child and mater-

[^36]nal health outcomes (Setty-Venugopal and Upadhyay, 2002).77 For example, compared with mothers who give birth at 9 - to 14 -month intervals, women who have their babies at 27 - to 32 -month birth intervals are: 1.3 times more likely to avoid anemia; 1.7 times more likely to avoid third-trimester bleeding; and 2.5 times more likely to survive childbirth (Conde-Agudelo, and Belizan, 2000) ${ }^{8}$

The World Bank (2011) observes that maternal mortality and morbidity related to childbirth are one of the two mechanisms driving excess female mortality during the reproductive years 9 The WHO estimates that 63000 maternal deaths occurred in India (out of 358000 worldwide) in 2008, the highest number in the world. India is making progress in the effort to improve maternal health (the fifth MDG) and the maternal mortality ratio went from 570 in 1990 to 230 in 2008 ${ }^{10}$ Maternal mortality is difficult to measure and likely to go underestimated. It is defined by the WHO as the 'death of a woman while pregnant or within 42 days of termination

[^37]of pregnancy, irrespective of the duration and site of the pregnancy, from any cause related to or aggravated by the pregnancy or its management but not from accidental or incidental causes.' (WHO, 2008). This definition only refers to complications occurring at the time of birth and within 42 days of delivery. However, maternal mortality 'implies not only death during childbirth but also concurrent morbidities brought on by the experience of pregnancy and childbirth.' (WDR, p. 128). These morbidities include, for example, anemia, malaria, hepatitis, tuberculosis, cardiovascular disease, and obstetric fistula.

Anemia is pervasive in India, affecting more than $55 \%$ of women age 15-49 (NFHS-3). It usually results from a nutritional deficiency of iron, folate, vitamin B12, or some other nutrients (iron-deficiency anaemia). It is more prevalent during pregnancy and among breastfeeding mothers, when the nutritional requirements increase substantially. Iron-deficiency anemia is an important cause of maternal morbidity and, when severe, mortality in India (World Bank, 1996, p.31).

In the WDR, the World Bank (2011) observes that 'maternal mortality is fundamentally different from excess female mortality at other ages in that, to reduce it, societies must focus on an intrinsically female condition and specifically on improving the maternal health care system.' (p. 128). In India, many women do not receive adequate maternal health care ${ }^{11}$

[^38]
### 2.3 Data

The data used in this paper are from the India National Family Health Survey (NFHS), which contains individual-level information on birth histories (including children who have died), birth intervals, health and anthropometric indicators (for children and their mothers), and other variables. These are repeated cross-sectional survey data for a representative sample of households in India. I pool the three available survey rounds conducted in 1992/3, 1998/9, $2005 / 6$. Pooling different survey waves allows to focus on age-effects rather that birth cohort-effects. The women covered in the NFHS are aged 15-49, and I consider the sample of all those who had at least one child ever born.

The total fertility rate in the NFHS-3 is 2.7 , down to 2.9 in the NFHS-2. This means that, on average, an Indian woman will give birth to 2.7 children by the end of her childbearing years. Knowledge of contraception is nearly universal in India: $98 \%$ of women and $99 \%$ of men age 15-49 know one or more methods of contraception and contraceptive prevalence rate for currently married women in India is $56 \%$, up from $48 \%$ in NFHS-2. ${ }^{12}$

Using the NFHS-3 birth history data, the sex ratio at birth (here defined as the fraction of male births) is 0.52 for all births ${ }^{13}$

[^39]Figure 2.6 and figure 2.7 show the sex ratios (at birth) by the birth year of the child in the pooled dataset and by survey year, respectively. Pooling different survey rounds allows to distinguish between age and cohort-specific effects. The figure shows that the decreasing trend in the sex ratio is common to all the survey rounds, independently of the cohort of birth of the child, and not specific to a particular period $\sqrt{14}$ The most recent survey (NFHS-3) also shows an increasing sex ratio at birth from the end of the 1980s onward, which corresponds to the timing of the diffusion of ultrasound technologies and is consistent with evidence in Census data. Finally, it is important to note that the decreasing trend is specific to first births, while no similar pattern is found for higher birthorder births (figure 2.8). This is consistent with the association between sex of the first-born, reproductive behavior, and maternal survival. In the next sections, I'll explore why there are systematically higher sex ratios for births (especially at birth order one) that occurred back in the past from the time of the survey.

Table 2.1 reports summary statistics for the pooled sample of women age 15-49 with at least one child ever born, by the sex of the first-born. The upper panel of table 2.1 reports socio-economic and demographic variables, while the bottom panel shows health and anthropometric indicators ${ }^{15}$ The table shows that some charac-

[^40]teristics significantly differ between the two subsamples of women. In particular, it shows that women with first-born girls are more educated, younger, married and had the first child later in life, had more children, are more likely to be the head of the household, and more likely to be anemic. While the higher number of children ever born is a direct consequence of the widespread use of son-preferring fertility rules in India, the differences in the other characteristics needs further investigation.

Table 2.2 reports the same summary statistics as in table 2.1 for the subsamples of women aged 15-30 and 31-49. The leftmost upper panel shows that younger women with first-born girl or boy appear to be quite similar in terms of observable characteristics. Women with first-born girl aged 15-30 still have significantly more children (because of son-preferring fertility rules), but their education level and age are more similar to women with first-born boy. The rightmost upper panel shows a very different picture: most of the differences reported in table 2.1 are to be found among women aged 31-49. Older women with first-born girl seem to be 'better off' in terms of their own and husband's education, they married and had first child later, and are more likely to be head of the household.

The bottom panel shows the differences for the health indicators. The leftmost panel shows significant differences between younger women in the two groups: younger women with first-born daughter are significantly more likely to be anemic and are also characterized by lower weight-for-height, while the rightmost panel shows that these differences disappear and become positive for older women.
defined in terms of standard deviations from the reference median based on the DHS reference standard.

This information is consistent with a selection effect through son-preferring fertility behavior. In particular, a female birth is associated with higher fertility and shorter spacing (as it will be shown later), thus putting mothers at higher risk of dying because of maternal depletion. Younger women in their reproductive years might physically suffer from having children shortly spaced, and this is reflected in the incidence of anemia and anthropometric indicators. Among women with first-born girl, the ones who survive to older ages are probably the ones who are healthier and from a higher socio-economic background and the descriptive evidence above described seems to reflect this fact. More evidence in support of this channel will be shown in the next sections.

Birth spacing In the India NFHS pooled dataset, of all births reported by each woman with at least two children ever born, 10 percent are spaced less than 15 months apart, 16 percent less than 18 months, 35 percent less than two years. The mean birth interval is 31.8 months, and the median is $27 \underbrace{[16]}$ The birth interval increases with birth order (for given \# of children as the preferences for family size affects the interval at each birth order). The sex of the first child seems to be associated with the interval between the first and second child ever born (as it will be investigated further in the following sections): it's 32.03 months after the birth of a girl, and 32.88 after a boy. The survival status of the child who opens the birth interval also matters: the median interval is 28 months if previous child is alive, 23 months if dead.

[^41]
### 2.4 Nonparametric evidence

Figure 2.1 reports non-parametric evidence (using Kernel-weighted local polynomial smoothing) of the share of women with first-born girl, by the age of the mother observed at the time of the survey. The confidence intervals at the $95 \%$ level of significance are also reported. The figure shows that the sex ratio for first births is in the biological range for women age 15-30, while the share of women with first-born girl (the inverse of the sex ratio, defined as the ratio of male to female children born) shows a steep decreasing trend for women older than 30 (below the biological range). This is equivalent to saying that, among women with at least one child ever born, the share of those who had a first-born girl (as opposed to a first-born boy) is lower among older women, especially older than 30. By pooling surveys for different years, it is possible to focus on age-effects rather than cohort of birth effects.

Appendix figure 2.9 shows that the decreasing sex ratio is found only among women with zero years of education, while the sex ratio is stable for women with at least one year of education. Also, figure 2.10 shows that the decreasing trend is found for women in rural areas, while no clear pattern is visible for those in urban areas. Since education can be considered a proxy for socioeconomic status and that urban households have better access to health facilities, this suggests an intuitive result: women who are worse-off and with poorer access to health services are the ones who are most likely to suffer from causes related to childbirth (aggravated by son-preferring fertility stopping rules) and thus most likely to die. Figure 2.11 shows the non-parametric graph for the subsample of women with at least two children ever born. As expected, the share of women with two boys (girls) increases (decreases) with the
mother's age, while the shares of women with mixed sex composition (boy-girl or girl-boy) lies always in the middle.

Next, I turn to the health indicators. The upper panel of figure 2.2 shows non-parametric evidence of the incidence of anemia (the $\%$ of women who are anemic) by the sex of the first-born and mother's age. It is first worth noting that the overall pattern reflects the common prevalence of anemia; higher during adolescence and during the reproductive years, decreasing and stabilizing afterwards. The incidence of anemia is significantly higher for women with first-born girl up to age 30 , while there is no difference for older women. The bottom panel of figure 2.2 shows the non-parametric graph for the incidence of anemia among women with at least two children ever born. As it would be expected in a context where sonpreferring fertility stopping rules are commonly practiced, the incidence of anemia for young women with two daughters is higher than that for women who had only one daughter as first-born (shown in the upper panel), and it is significantly higher than the prevalence of anemia for women with two boys. Intuitively, this results might be the consequence of the fact that women with girls among earlier-born children tend to be pregnant or breastfeeding more often during their reproductive years than women who had boys. I replicate the same non-parametric graphs using the subsamples of women who are not currently pregnant or breastfeeding. Appendix figure 2.12 shows that the patterns are confirmed also when using these subsamples. This suggests that the differences found in the prevalence of anemia between women with first-born daughter and son might be driven mostly by birth spacing or other factors.

Figure 2.3 shows the non-parametric graph for weight-for-height ${ }^{17}$

[^42]Both the upper and bottom panels (for women with at least one or two children, respectively) show a similar pattern. Overall, weight-for-height increases for women older than 40 , reflecting the fact that women tend to gain weight as they get older. There are no differences in weight-for-height for women below age 40 (even though the bottom panel shows a slightly higher weight-for-height for women with two sons). Among older women, those with daughters among first-born children show better anthropometric outcomes (similar results obtained for the body mass index in appendix figure 2.13)

Lastly, figure 2.4 reports nonparametric evidence for height by the sex of the first-born and mother's age. Height reflects nutritional status in childhood and therefore should be affected by fertility behavior to a lower extent than other nutritional indicators ${ }^{18}$ As expected, the figure shows that women's height does not significantly differ by the sex of their first-born child.

### 2.5 Empirical strategy and results

To understand whether son preference may lead to selective maternal mortality through son-preferring fertility behavior, I test how the sex of the first-born affects reproductive behavior. In addition to confirming findings from the demographic literature documenting son-preferring reproductive behavior in India, I also provide estimates of the effects on child spacing that include mother fixed effects. This allows to control for unobserved mother's heterogeneity that may affect the estimates. To my knowledge, this approach has not been previously used. In this section I first describe the

[^43]empirical strategy used to estimate the effects of the sex of the first-born on fertility behavior, fertility preferences, birth spacing, and health outcomes, and then discuss the results.

### 2.5.1 Fertility regressions

To investigate the effect of son preference on fertility, I analyze whether the sex of the first-born affects realized fertility, by considering all children ever born to a woman ${ }^{19}$. Given that the sex of the first born can reasonably be considered as random, the empirical strategy should be straightforward: unbiased estimates should be obtained by simply regressing the number of children ever born on the sex of the first-born. However, as discussed in the previous section, there are differences in observables between women with a first-born boy or girl. These differences may have developed over time as a consequence of son-preferring fertility stopping rules (i.e., women with a first-born daughter tend to have more children, and higher fertility may influence their health status and ultimately their survival), or may be due to selective recall bias. Even though these types of bias would lead to an underestimation of the effect of first-born girls on fertility, in all regressions I include a set of observable covariates in order to reduce this bias. If couples desire to have male children, women with first-born daughter should exhibit higher fertility than women with first-born son, after controlling for observable characteristics.

In order to understand if the sex of the first-born also affects the

[^44]desire to have more children (which may differ from realized fertility), I construct a dummy variable based on the survey question: 'Would you like to have another child, or would you prefer not to have anymore children?'. I also examine if the current use of contraceptives (and separately, of sterilization that is the most common contraceptive method in India), and the probability to have had a terminated pregnancy differs for women with a first-born daughter and first-born son.

I estimate the following regression (for women with one child or more):

$$
\begin{equation*}
y_{i, s, b, r}=\beta_{1}(\text { firstborngirl })_{i}+\gamma X_{i, r, b, s}+\alpha_{s}+\mu_{b}+\delta_{s}+\epsilon_{i, s, b, r} \tag{2.1}
\end{equation*}
$$

with mother $i$, resident in state $s$, born in year $b$, surveyed in round $r . y_{i, s, b, r}$ is the dependent variable, which can alternatively be the \# of children ever born, a dummy equal to one if the woman reports the desire to have more children, and a dummy for the current use of any contraceptive methods, of being sterilized, and of having had an abortion. firstborngirl indicates whether the first child ever born is a girl (as opposed to a boy); $X_{i, s, b, r}$ is the set of covariates including: age of the mother (and age squared), age of the mother's partner, seven 5-year age groups, age at first marriage, age at first birth, number of years of education (of the mother and her partner), a wealth index, urban dummy, caste, and religion .20 .21

[^45]$\alpha_{s}, \gamma_{b}, \delta_{r}$ are state, cohort of birth, and survey round fixed effects, respectively. Given that there is differential mortality across genders, in all regressions I control for the survival status of the child (a dummy for whether the first-born child is dead and its interaction with firstborngirl). Identification relies on the assumption that the sex of the first-born is exogenous (uncorrelated with the error term) after conditioning for the observable characteristics.

Regression 2.1 is estimated using OLS when the dependent variable is the \# of children ever born, and using a probit model for the probability of desiring more children, of using a contraceptive method, of being sterilized, and of having had an abortion.

If women practice son-preferring fertility stopping behavior, I expect to find $\beta_{1}>0$ for the regressions for realized (and desired) fertility, and abortion, while $\beta_{1}<0$ for the use of contraceptives and sterilization. The analysis mainly focuses on the sex of the first-born to maintain a causal interpretation (Dahl and Moretti, 2008).

Table 2.3 reports the results. Column (2) shows that women with first-born girl have 0.28 more children ever born (significant at $1 \%$ level), which implies a percent effect of 8.7 (with respect to women with first-born son). The probabilities of using contraceptives and of being sterilized decrease by 7.3 and 8.2 percentage points for women who had a first-born girl, respectively. Moreover, an abortion is 1.3 percent more likely for women with first-born girl. Finally, women with first-born girl are 5.1 percentage points more likely to report that they want more children. All these results suggest that the sex of the first-born strongly affects subsequent realized and desired fertility and are consistent with the idea that women intentionally continue bearing children until they have the
ator, bicycle, motorcycle, and car.
desired number of sons. In particular, the effect for the use of contraceptives and abortion points to a conscious decision.

### 2.5.2 Birth spacing regressions

If there is pressure on women (or couples) to have male children, mothers who had daughters first might try to conceive another child sooner after the birth of a daughter (compared to those who had sons). To study the association between the length of birth intervals and the sex composition of earlier-born children, I use the sample of all children ever born to each woman ${ }^{222}$ I analyze the average succeeding birth interval (expressed in \# of months), which indicates how long the mother waits to have another child after the realization of the sex of the previous. Given that the NFHS includes information on the interval between each birth for all children, I can use mother fixed effects and exploit the variation in the length of the interval within the fertility history of each woman. This allows to control for all observables and unobservables characteristics that may correlate with the error term. I estimate the following regression:

$$
\begin{equation*}
y_{i, j, t}=\beta_{1} \text { girl }_{i, j, t-1}+\sum_{k} \gamma_{k} \text { birthorder }_{i, j, k}+\alpha_{j}+\epsilon_{i, j, t} \tag{2.2}
\end{equation*}
$$

with child $i$, mother $j, t$ : current child, $t-1$ : preceding child. $y_{i, j, t}$ is the succeeding birth interval in months (the time between the birth of child $t-1$ and $t$ ), or a dummy $=1$ if interval $<24$ or 15 months. $\alpha_{j}$ mother fixed effects. birthorder $r_{i, j, k}$ set of $k$ dummies for birth order. Identification with FEs requires to consider mothers with at least 3 children ever born. I also control for the survival

[^46]status of the previous child (the one who opens the interval) and its interaction with her/his sex (girl). The succeeding birth interval at each birth should be shorter $\left(\beta_{1}<0\right)$ if a girl is born rather than a boy.

A potential source of bias is represented by sex-selective abortion. There is evidence that female fetuses might be selectively aborted and that this is more common among second or higher order children (Bhalotra and Cochrane, 2010). If this is the case, abortion would be more likely after the birth of a first-born girl rather than a boy. Since the NFHS does not contain detailed information on abortion (which would anyway be highly subject to under-reporting) it is not possible to directly control for this. However, it is important to note that this would lead to an underestimation of the (negative) effect of first-born girl on the length of the birth interval as more time will be needed to have a following completed pregnancy after an abortion.

The first two columns of table 2.4 show the estimated effect of having a daughter on the length of the birth interval (in \# of months) without including the mother fixed effects. The coefficients are -1.03 and -0.72 (both highly statistically significant at $1 \%$ level) meaning that, compared to mothers who had a boy, those who have a girl wait on average $0.7-1$ months less to have the next child. Column (3) includes the mother fixed effects and yelds a similar coefficient ( -0.83 months). Columns (4)-(9) show the results for the probability that the interval is shorter than 24 (columns 4-6) or 15 months (columns 7-9), which are the intervals below which child's and mother's health can be negatively affected. Column (9) shows that having a girl increases the likelihood of the interval being shorter that 15 months by 0.8 percentage points (significant at $1 \%$ level), which is equivalent to a large 8.9 percent effect. These
findings are consistent with son-preferring fertility stopping rules.

### 2.5.3 Age structure

To confirm the non-parametric evidence shown in figure 2.1, I estimate an ordered logit model in which the dependent variable is a categorical variable with 7 categories for each of the 5-year age groups (from 15-19 to 45-49). The controls are similar to the ones included in regression 2.1. After estimating the ordered logit model, I compute changes in the outcomes predicted probabilities when the independent variable 'first-born girl' (or girl-girl when considering the subsample of women with at least two children) changes from 0 to 1 , with all the other independent variables are set at their mean value. Changes are reported with $95 \%$ confidence intervals. Columns (1) and (3) in table 2.5 show the changes in the predicted probabilities for women with at least one or two children, respectively. The results confirm that the age distribution for women who had a first-born girl lies to the left of the distribution for women with first-born boy, conditional on the number of children and all other covariates (set at their mean).

### 2.5.4 Health outcomes

Next, I estimate the effect of the sex of the first-born on several health and anthropometric outcomes for women in different age groups. I estimate the following regression:

$$
\begin{align*}
y_{i, s, b, r}=\beta_{1} & (\text { firstborngirl })_{i}+\beta_{2}\left(\text { firstborngirl }_{i}(\text { ageover } 30)_{i}+\right. \\
& +\gamma X_{i, r, b, s}+\alpha_{s}+\mu_{b}+\delta_{s}+\epsilon_{i, s, b, r} \tag{2.3}
\end{align*}
$$

with mother $i$, resident in state $s$, born in year $b$, surveyed in
round $r . y_{i, s, b, r}$ is the the incidence of anemia (the $\%$ of women who are anemic), weight-for-height, and body mass index (BMI). firstborngirl indicates whether the first child ever born is a girl (as opposed to a boy), which is also interacted with a dummy equal to one if the woman is older than 30 ); $X_{i, s, b, r}$ is the same set of covariates as in regression 2.1. $\alpha_{s}, \gamma_{b}, \delta_{r}$ are state, cohort of birth, and survey round fixed effects, respectively. In addition, I control for potential confounding factors such as pregnancy and breastfeeding status of mothers which may be correlated with the error term. Moreover, as a proxy for women's health status before birth, I control for height which reflects nutritional status in childhood. Identification relies on the assumption that the sex of the first-born is exogenous (uncorrelated with the error term) after conditioning for the observable characteristics. Regression 2.3 is estimated using OLS.

Columns (1) to (4) of table 2.6 shows the results for the incidence of anemia. Consistent with the non-parametric evidence shown in figure 2.2 , women under the age of 30 with a first-born girl are 1.5 percentage points more likely to be anemic, while this difference disappears for women older than 30 (column 1). Columns (2) to (4) show that this result is robust to the inclusion of the number of children ever born, dummies for pregnancy and breastfeeding status and woman's height among the regressors. Consistent with the medical evidence, women with many children, pregnant or breastfeeding are more likely to be anemic. Columns (5) to (12) of table 2.6 show the results for weight-for-height and BMI. First, both these indicators of women's nutritional status are negatively correlated with the number of children ever born (controlling for all other covariates, including proxies for socioeconomic status). The estimates show that, among women age 30-49, those with first-born
girl show significantly higher weight-for-height and BMI.

### 2.6 Alternative interpretations

I next turn to discussing and testing the plausibility of three alternative interpretations of the results. First, I check whether the results might be driven by biological differences. There is evidence that a female birth is more likely if the mother is malnourished (because male fetuses are more susceptible to death in utero than female) (Andersson and Bergstrom, 1998; Almond and Mazumder, 2011). If this is the case, this interpretation would not be compatible with a pattern in which differences in the nutritional indicators for women with first-born daughter or son arise only after the time of first birth. In order to check for this possibility, I plot the prevalence of anemia by the age and sex of the first-born (using Kernel-weighted local polynomial smoothing as in Section 4) to understand when these differences arise. The upper panel of figure 2.5 shows the $\%$ of women (with at least one child) with anemia by the age of the first child and the sex of the first-born. The figure shows that the incidence of anemia is the same for women with first-born daughter or son at the time of birth of the first child (i.e., when the first child is aged 0) and that difference develop over time. Specifically, women with first-born daughter start being more likely to be anemic approximately one year after the birth of their daughter, and differences increase over time. The bottom panel of figure 2.5 focuses on women with at least two children and shows the prevalence of anemia by the age of the second child for women who had at least two daughters or two sons among their earlier-born children. The figure shows that, at the time of birth of the second child, women who already had a first-born daughter are
more anemic (but not significantly so) and, again, differences in the incidence of anemia increase over the years. This evidence is not consistent with the explanation based on biological differences. Instead, it probably reflects son-preferring fertility behavior in which women with daughters want to 'try again for a son' by having more children (and shortly spaced). This behavior is reflected in higher anemia prevalence, which is an indicator that responds quickly to reproductive behavior and it is associated with maternal mortality. Finally, it is important to note that the results for the anemia prevalence in table 2.6 are unchanged when mother's height is included among the controls, thus suggesting that the results are not driven by the nutritional status before birth.

The second check deals with selective recall bias. With son preference, women might under-report female births, especially those those occurred back in the past. In this regard, it is important to note that several studies find that son preference is not decreasing over time in India (if anything, Census data report increasing male-biased sex-ratios at birth). Consistent with nondecreasing son preference, if the results of this paper are driven by selective recall bias (motivated by son preference), then I should not find evidence of decreasing maternal mortality among women with first-born girl in most recent surveys. To check for this possibility, I regress the mother's age on the variable 'first-born girl' and its interaction with the survey round dummies. Table 2.7 shows that women with first-born girl are younger than those with first-born boy especially among women in the first wave of the NFHS. Interestingly, this effect is attenuated for women in the last two survey rounds. This pattern would not be consistent with sex-selective recall bias but instead with the reduction in maternal mortality that has been taking place in India over the last years.

Finally, one last concern is that the practice of sex-selective abortion may be driving the results. One could argue that older and uneducated women might be the ones who selectively aborted female children, and this might explain why they are fewer as shown in figure 2.9 (as they do not report aborted girls). However, the evidence on sex-selective abortion in India suggests that it is more prevalent among more educated women (who have access to the technologies for the detection of the sex of the fetus) and for higher-order children (after the first-born). Also, ultrasound technologies became increasingly available only after the end of the 1980s. Therefore, sex-selective abortion should be more frequent among younger women and not among the ones that in figure 2.9 appear to be 'missing' (older and uneducated women). As a further check, I estimate that the probability that the second-born child is a male on the first-born being a girl. The estimates suggest that this probability is positive and significant only for younger women (especially if educated and in urban areas): women below 30 are 1.2 percentage points more likely to have a second-born boy if the first is a girl, while no difference for women 30 or older are found. Hence, sex-selective abortion should not affect the result obtained for maternal mortality.

### 2.7 Conclusions

This paper has shown some evidence that there might be differential mortality for mothers of daughters (as opposed to mothers of sons) among earlier-born children in India. This finding might partly explain the phenomenon of missing women at reproductive and older ages recently uncovered by Anderson and Ray (2010, 2012). While more research in this area is needed, it proposes an original
explanation in which maternal mortality can (at least partly) be an unintended consequence of son preference through son-preferring fertility behavior.

## Figures

Figure 2.1: Share of women with first-born girl by mother's age (observed at the time of the survey)


Figure 2.2: $\%$ anemic women, by age of the mother (observed at the time of the survey)


Figure 2.3: Weight-for-height, by age of the mother (observed at the time of the survey)


Figure 2.4: Height, by age of the mother (observed at the time of the survey)


Figure 2.5: Share of women with anemia, by age of the first (or first two) child (children) and the sex composition


## Tables

Table 2.1: Summary statistics, by sex of the first-born child

|  | first-born girl | first-born boy | diff | se | Obs |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| education years | 3.482 | 3.438 | $0.044^{* *}$ | $(0.022)$ | 244512 |  |
| husband eduyrs | 6.036 | 6.014 | 0.022 | $(0.026)$ | 243334 |  |
| age | 32.062 | 32.239 | $-0.177^{* * *}$ | $(0.042)$ | 244803 |  |
| age first birth | 18.913 | 18.878 | $0.035^{* *}$ | $(0.017)$ | 244803 |  |
| age first marriage | 16.773 | 16.743 | $0.030^{*}$ | $(0.016)$ | 244690 |  |
| \# children ever born | 3.441 | 3.246 | $0.195^{* * *}$ | $(0.010)$ | 244803 |  |
| husband living in | 0.929 | 0.93 | -0.001 | $(0.001)$ | 230290 |  |
| female head | 0.099 | 0.095 | $0.004^{* *}$ | $(0.002)$ | 244800 |  |
| muslim | 0.125 | 0.127 | -0.003 | $(0.002)$ | 244729 |  |
| hindu | 0.817 | 0.814 | 0.003 | $(0.002)$ | 244729 |  |
| sikh | 0.018 | 0.018 | -0.000 | $(0.000)$ | 244729 |  |
| sched caste | 0.167 | 0.167 | 0.000 | $(0.002)$ | 241080 |  |
| sched tribe | 0.088 | 0.086 | 0.002 | $(0.001)$ | 241080 |  |
| Health indicators | 0.548 | 0.538 | $0.011^{* * *}$ | $(0.003)$ | 149779 |  |
| anemic | -1.362 | -1.358 | -0.004 | $(0.007)$ | 154633 |  |
| weight-for-height | 151.55 | 151.519 | 0.031 | $(0.037)$ | 156402 |  |
| height | 20.595 | 20.586 | 0.009 | $(0.024)$ | 156146 |  |
| body mass index (BMI) |  |  |  |  |  |  |

All women aged 15-49 with at least one child ever born. Using survey weights. ${ }^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Anemia, height, weight-for-height, BMI only in waves $1998 \& 2005$.
Table 2.2: Summary statistics, by age group and sex of the the first-born

|  | Women age 15-30 |  |  |  |  | Women age 31-49 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | firstG | firstB | diff | se | obs | firstG | firstB | diff | se | obs |
| education years | 3.676 | 3.72 | -0.044 | $(0.033)$ | 110396 | 3.309 | 3.193 | $0.116^{* * *}$ | $(0.030)$ | 134116 |
| husband eduyrs | 6.152 | 6.185 | -0.033 | $(0.037)$ | 109858 | 5.931 | 5.865 | $0.066^{*}$ | $(0.035)$ | 133476 |
| age | 24.621 | 24.628 | -0.007 | $(0.027)$ | 110533 | 38.753 | 38.873 | $-0.120^{* * *}$ | $(0.036)$ | 134270 |
| age first birth | 18.377 | 18.37 | 0.007 | $(0.021)$ | 110533 | 19.394 | 19.32 | $0.074^{* * *}$ | $(0.025)$ | 134270 |
| age first marriage | 16.532 | 16.53 | 0.002 | $(0.020)$ | 110471 | 16.988 | 16.928 | $0.060^{* *}$ | $(0.023)$ | 134219 |
| \# children ever born | 2.494 | 2.352 | $0.142^{* * *}$ | $(0.010)$ | 110533 | 4.292 | 4.025 | $0.267^{* * *}$ | $(0.014)$ | 134270 |
| husband living in | 0.912 | 0.914 | -0.002 | $(0.002)$ | 107346 | 0.944 | 0.944 | 0.000 | $(0.002)$ | 122944 |
| female head | 0.083 | 0.081 | 0.002 | $(0.002)$ | 110532 | 0.114 | 0.108 | $0.006^{* * *}$ | $(0.002)$ | 134268 |
| muslim | 0.136 | 0.137 | -0.001 | $(0.003)$ | 110491 | 0.115 | 0.119 | $-0.004^{*}$ | $(0.002)$ | 134238 |
| hindu | 0.815 | 0.813 | 0.002 | $(0.003)$ | 110491 | 0.819 | 0.815 | 0.004 | $(0.003)$ | 134238 |
| sikh | 0.015 | 0.015 | 0.000 | $(0.001)$ | 110491 | 0.019 | 0.02 | -0.001 | $(0.001)$ | 134238 |
| sched caste | 0.176 | 0.172 | 0.004 | $(0.003)$ | 108996 | 0.16 | 0.163 | -0.003 | $(0.003)$ | 132084 |
| sched tribe | 0.098 | 0.094 | $0.004^{*}$ | $(0.002)$ | 108996 | 0.078 | 0.079 | -0.001 | $(0.002)$ | 132084 |
| Health indicators |  |  |  |  |  |  |  |  |  |  |
| anemic | 0.573 | 0.554 | $0.019^{* * *}$ | $(0.005)$ | 65400 | 0.528 | 0.524 | 0.004 | $(0.004)$ | 84379 |
| weight-for-height | -1.389 | -1.368 | $-0.021^{* *}$ | $(0.010)$ | 67850 | -1.338 | -1.349 | 0.011 | $(0.011)$ | 86783 |
| height | 151.51 | 151.495 | 0.015 | $(0.054)$ | 68432 | 151.585 | 151.54 | 0.045 | $(0.050)$ | 87970 |
| BMI | 19.779 | 19.807 | -0.028 | $(0.029)$ | 68305 | 21.289 | 21.236 | 0.053 | $(0.036)$ | 87841 |

All women aged 15-49 with at least one child ever born. Using survey weights. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Anemia, height, weight-for-height, BMI only in waves $1998 \& 2005$.
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| dep. var. | \# children ever born |  | contraceptives |  | sterilized |  | abortion |  | wants more ch |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
| first-born girl | $\begin{gathered} 0.196^{* * *} \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.283^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.048^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.073^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.052^{* * *} \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.082^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.011^{* * *} \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.013^{* * *} \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.047 * * * \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.051^{* * *} \\ (0.002) \end{gathered}$ |
| first child dead first child dead* first-born girl |  | $\begin{gathered} 0.783^{* * *} \\ (0.019) \\ -0.289^{* * *} \\ (0.026) \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.160^{* * *} \\ (0.005) \\ 0.073^{* * *} \\ (0.008) \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.151^{* * *} \\ (0.004) \\ 0.094^{* * *} \\ (0.009) \\ \hline \end{gathered}$ |  | $\begin{gathered} 0.029^{* * *} \\ (0.005) \\ -0.007 \\ (0.007) \\ \hline \end{gathered}$ |  | $\begin{gathered} 0.165^{* * *} \\ (0.006) \\ -0.044^{* * *} \\ (0.003) \\ \hline \end{gathered}$ |
| Survey dummies | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| State Fes | No | Yes | No | Yes | No | Yes | No | Yes | No | Yes |
| Birth year Fes | No | Yes | No | Yes | No | Yes | No | Yes | No | Yes |
| Religion, Caste | No | Yes | No | Yes | No | Yes | No | Yes | No | Yes |
| Age group | No | Yes | No | Yes | No | Yes | No | Yes | No | Yes |
| Other controls | No | Yes | No | Yes | No | Yes | No | Yes | No | Yes |
| Observations | 244803 | 224534 | 244803 | 224534 | 244803 | 224493 | 244783 | 224516 | 235206 | 224311 |
| R2 (or Pseudo R2) | 0.008 | 0.549 | 0.017 | 0.209 | 0.007 | 0.250 | 0.001 | 0.029 | 0.012 | 0.392 |
| Percent effect | 6.0 | 8.7 | 8.8 | 13.5 | 13.0 | 20.5 | 5.8 | 6.8 | 23.5 | 25.5 |
| Mean first boy | 3.25 | 3.25 | 0.54 | 0.54 | 0.40 | 0.40 | 0.19 | 0.19 | 0.20 | 0.20 |


Table 2.4: Birth spacing and sex of the child
 OLS estimates. Robust standard errors adjusted for clustering the household level in parentheses. All women aged 15-49. Excludes births of birth order 10 or higher. Using survey weights. ${ }^{* * *},^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

Table 2.5: Differences in the conditional age distribution between women with first-born girl or boy from ordered logit regression. Dep. variable: 5 -year age groups.

| women with: | at least one child |  | at least two children |  |
| :--- | :---: | :---: | :---: | :---: |
|  | first girl vs <br> first boy |  | girl-girl vs <br> boy-boy |  |
|  | change | $95 \%$ CI | change | $95 \%$ CI |
| $\operatorname{Pr}(y=15-19 \mid x)$ | 0.0001 | $[2)$ | $(3)$ | $(4)$ |
| $\operatorname{Pr}(y=20-24 \mid x)$ | 0.0022 | $[0.0001,0.0001]$ | 0.0000 | $[0.0000,0.0000]$ |
| $\operatorname{Pr}(y=25-29 \mid x)$ | 0.0210 | $[0.0182,0.0239]$ | 0.0018 | $[0.0016,0.0021]$ |
| $\operatorname{Pr}(y=30-34 \mid x)$ | 0.0022 | $[0.0015,0.0030]$ | 0.0346 | $[0.0209,0.0272]$ |
| $\operatorname{Pr}(y=35-39 \mid x)$ | -0.0218 | $[-0.0247,-0.0189]$ | -0.0468 | $[-0.0525,-0.0412]$ |
| $\operatorname{Pr}(y=40-44 \mid x)$ | -0.0035 | $[-0.0039,-0.0030]$ | -0.0124 | $[-0.0140,-0.0109]$ |
| $\operatorname{Pr}(y=45-49 \mid x)$ | -0.0003 | $[-0.0004,-0.0003]$ | -0.0013 | $[-0.0015,-0.0011]$ |
| Observations |  | 224534 |  | 186992 |
| $\operatorname{Pseudo~R-sq~}$ |  | 0.446 |  | 0.423 |

Computed from the ordered logit estimates. The values reported are the changes in predicted probabilities when the 'first-born girl' changes from 0 to 1 , with all the other independent variables set at their mean value. All regressions include individual controls as in table 2.3 Changes are reported with $95 \%$ confidence intervals by the delta method in parentheses. Robust standard errors adjusted for clustering at the household level in parentheses. All women aged 15-49. Excludes births of birth order 10 or higher. Using survey weights. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.
Table 2.6: Health outcomes and sex of first-born, by age group

| dep. var. | \% anemic |  |  |  | weight-for-height |  |  |  | BMI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| first girl | $\begin{gathered} 0.015^{* * *} \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.012^{* * *} \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.012^{* * *} \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.012^{* * *} \\ (0.004) \end{gathered}$ | $\begin{aligned} & \hline-0.008 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & \hline-0.000 \\ & (0.011) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.011) \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.032) \end{gathered}$ | $\begin{gathered} \hline 0.003 \\ (0.032) \end{gathered}$ | $\begin{gathered} \hline 0.018 \\ (0.032) \end{gathered}$ | $\begin{gathered} 0.018 \\ (0.032) \end{gathered}$ |
| $\begin{aligned} & \text { first girl* } \\ & \text { age } \geq 30 \end{aligned}$ | $\begin{gathered} -0.012^{* *} \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.011^{*} \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.012^{* *} \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.012^{* *} \\ (0.006) \end{gathered}$ | $\begin{aligned} & 0.029^{* *} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.025^{*} \\ & (0.013) \end{aligned}$ | $\begin{gathered} 0.033^{* * *} \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.033^{* * *} \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.084^{* *} \\ (0.041) \end{gathered}$ | $\begin{aligned} & 0.091^{* *} \\ & (0.041) \end{aligned}$ | $\begin{gathered} 0.119^{* * *} \\ (0.041) \end{gathered}$ | $\begin{gathered} 0.118^{* * *} \\ (0.041) \end{gathered}$ |
| currently breastfeeding |  | $\begin{gathered} 0.042^{* * *} \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.039^{* * *} \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.039^{* * *} \\ (0.005) \end{gathered}$ |  | $\begin{gathered} -0.071^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.038^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.037^{* * *} \\ (0.008) \end{gathered}$ |  | $\begin{gathered} -0.278^{* * *} \\ (0.027) \end{gathered}$ | $\begin{gathered} -0.171^{* * *} \\ (0.027) \end{gathered}$ | $\begin{gathered} -0.178^{* * *} \\ (0.027) \end{gathered}$ |
| pregnant |  | $\begin{gathered} 0.017^{* *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.016^{* *} \\ (0.008) \end{gathered}$ | $\begin{aligned} & 0.017^{* *} \\ & (0.008) \end{aligned}$ |  | $\begin{gathered} -0.267^{* * *} \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.262^{* * *} \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.262^{* * *} \\ (0.013) \end{gathered}$ |  | $\begin{gathered} 1.096^{* * *} \\ (0.045) \end{gathered}$ | $\begin{gathered} 1.112^{* * *} \\ (0.045) \end{gathered}$ | $\begin{gathered} 1.112^{* * *} \\ (0.044) \end{gathered}$ |
| \# children |  |  | $\begin{gathered} 0.004^{* * *} \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.004^{* * *} \\ (0.001) \end{gathered}$ |  |  | $\begin{gathered} -0.037^{* * *} \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.037^{* * *} \\ (0.003) \end{gathered}$ |  |  | $\begin{gathered} -0.118^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.117^{* * *} \\ (0.008) \end{gathered}$ |
| height |  |  |  | $\begin{gathered} -0.001^{* * *} \\ (0.000) \end{gathered}$ |  |  |  | $\begin{gathered} 0.005^{* * *} \\ (0.001) \end{gathered}$ |  |  |  | $\begin{gathered} -0.036^{* * *} \\ (0.002) \end{gathered}$ |
| Observations | 136419 | 136419 | 136419 | 136216 | 140895 | 140895 | 140895 | 140895 | 142201 | 142201 | 142201 | 142200 |
| R-squared | 0.047 | 0.048 | 0.048 | 0.048 | 0.232 | 0.235 | 0.236 | 0.237 | 0.248 | 0.253 | 0.255 | 0.257 |

[^47]Table 2.7: Dep. variable: Mother's age

|  | $(1)$ |
| :--- | :---: |
| first-born girl | $-0.287^{* * *}$ |
|  | $(0.031)$ |
| first-born girl*wave2 | 0.026 |
|  | $(0.044)$ |
| first-born girl*wave3 | $0.080^{*}$ |
|  | $(0.044)$ |
| wave2 | $0.273^{* * *}$ |
|  | $(0.036)$ |
| wave3 | $0.926^{* * *}$ |
|  | $(0.039)$ |
| Obs | 224534 |
| R-squared | 0.830 |

OLS estimates. Robust standard errors adjusted for clustering at the household level in parentheses. All women aged 15-49. Using survey weights. Includes age at first birth and marriage, mother and partner's age and education years, urban dummy, whether first child died, state dummies, \# children ever born, and a durable index. ${ }^{* * *},{ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

## Appendix

Figure 2.6: Sex ratio (\% male births), by birth year of the child


Figure 2.7: Sex ratio (\% male births), by birth year of the child and DHS survey round


Figure 2.8: Sex ratio (\% male births), by birth year of the child and birth order


Figure 2.9: Share of women with first-born girl by mother's age and education


Figure 2.10: Share of women with first-born girl by mother's age and urban/rural location


Figure 2.11: Share of women by the sex of the first two children mother's age


Figure 2.12: \% anemic women, by age of the mother at the time of the survey. Subsamples of women not currently breastfeeding or pregnant


Figure 2.13: Body mass index, by sex of the first-born and age of the mother at the time of the survey
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## Chapter 3

## Customary Norms, Inheritance, and Human Capital: Evidence from a Reform of the Matrilineal System in Ghana (joint with Eliana La Ferrara)

This paper explores the effects of different descent rules on human capital accumulation. In a context where parents are constrained in the possibility of passing land on to their children (e.g., because it is considered property of the extended family, or clan), investment in their children's human capital might not be optimal. We focus on matrilineal inheritance rules and exploit a policy experiment in Ghana, the introduction of the 1985 Intestate Succession Law. The Law introduced minimum quotas for the land that parents can devolve on their children through intestacy, substantially reducing the share going to the matriclan. In our setting, the Law allowed parents to move closer to the unconstrained optimum. We find evidence that, compared to the other patrilineal ethnic groups in Ghana (unaffected by the Law), children in matrilineal groups exposed to the reform received significantly less education. This effect is specific to males for whom the matrilineal constraint was binding, while there is no effect for females. This evidence suggests that before the reform matrilineal groups in Ghana invested more in their children's education to substitute for land inheritance and more generally that traditional norms are important in determining the intergenerational accumulation of property and human capital investments.

### 3.1 Introduction

Parental investment in human capital has been shown to have important consequences for children's well being and is a crucial input into their social mobility prospects. Available evidence mostly comes from industrialized countries, where parents are generally free to pass their wealth on to their offspring according to their will. In many developing countries, however, bequests respond not only to parental decisions, but to a series of claims by extended family and lineages that are enforced through customary norms. The presence of these norms is a potential source of distortions in parents' allocation decisions, the extent of which is not yet fully understood (e.g., Platteau, 2000; Pande and Udry, 2006).

This paper exploits a policy change introduced by the Government of Ghana, the Intestate Succession Law, 1985 (PNDCL 111), which radically changed the inheritance transmission rules followed by matrilineal groups in the country (notably, the Akan). According to customary matrilineal practices, Akan fathers could not devolve their land to their sons, but only to their sisters' sons or other eligible males of their own maternal kin. Akan mothers were instead free to pass their property on to their daughters (even though women have very weak rights over land in this context). This traditional inheritance mode can be viewed as a constraint, which we refer to as the "matrilineal constraint", on the amount of land that can be passed on to a man's offspring. This constraint generates a distortion in the amount of human capital investment chosen by the parent, leading to an allocation where the mix of human and physical capital is different from the unconstrained optimum.

We formalize this intuition presenting a simple model where a
parent has to allocate his income between own consumption and investment in education of the child, and where education and land enter the child's income-generating function. The matrilineal constraint is represented by an exogenous cap on the amount of land that the child can inherit. We show that a binding matrilineal constraint leads to a higher than optimal investment in education of the child, to compensate for the lower amount of land. The Intestate Succession Law introduced minimum quotas for the land that fathers should devolve on their children, virtually reducing the claims of the matriclan to a small fraction of the land. This Law can thus be interpreted as a relaxation of the matrilineal constraint, leading to a higher amount of land devolved on children. In our model this leads to a decrease in education investment for children. We also provide an extension of the model and consider a case in which the parent has two children, a son and a daughter, and allocates resources between his consumption and investment in education of the son and of the daughter. We assume that land inheritance is gender-linked (i.e., land is controlled by the male parent who can devolve it on his son upon his death). In this case, the prediction of the model is that the Law leads to a decrease in education investment for sons, and an ambiguous effect on daughters' education.

In the context of Ghana, where not all ethnic groups are matrilineal, this simple theoretical framework implies that after the passage of the Law we should expect relatively lower levels of investment in education for groups that were previously subject to the matrilineal constraint (i.e., the Akan), but not for other groups. Furthermore, because the customary norm implied restrictions on inheritance that were most binding for boys, we expect the reform to affect boys' human capital more than girls'.

We test the above predictions using five rounds of data from the Ghana Living Standards Survey (GLSS). To analyze the impact of the reform on investment in education, we restrict the sample to individuals aged 20 to 50 . Then we compare educational outcomes of those who have been exposed to the reform to those whose education should not have been affected by the Law according to their age the year in which the reform was passed. Our empirical strategy is thus a difference in difference strategy akin to the ones used by Duflo (2001) and Lavy (2011): we exploit differences across cohorts and ethnic groups separately for males and females.

Our results can be summarized as follows. Akan males exposed to the reform experienced approximately a one-year reduction in the number of years of education completed compared to non-Akan males in the same cohort. Considering that the average years of education of Akan males pre-reform were 8.6 , this represents a 12 percent reduction in education for this group compared to nonAkan males. We show that there was a parallel trend in education for Akan and non-Akan men before the passage of the Law, but the trend for Akan men slowed down for those Akan cohorts exposed to the reform. The same does not hold for Akan women: the (positive) difference between their education levels and those of non-Akan women is constant before and after the reform. We also find that Akan men affected by the reform have a 9.7 (11.4) percentage points lower probability of completing at least primary (secondary) school, while the change in the probability of completion for women is null.

We also find a negative effect on attendance for children in later survey rounds, i.e. when the reform has been fully internalized by the parents. Interestingly, the negative effect on attendance is attenuated for boys who have more siblings. Although we cannot make any causal claim, this is consistent with the fact that their
paternal land should be shared among more heirs, leading to lower land per child, hence lower disinvestment in education.

We show that our results are robust to different definitions of the threshold for treatment, to excluding from the sample Northern regions where Akan are in very low numbers, to considering the effects for the subsample of cocoa-growing villages among which Akans are highly represented, and for the subsample of households in which at least one member had a government job. This allows us to make sure that our results are not driven by omitted timevarying factors that are specific to the regions where the Akan are spatially concentrated, or to changes in returns to education due to fluctuations in cocoa production or to cuts in public employment following the structural adjustment program started in 1986. We also conduct a test in which our control group is composed by the Ewe, a sub-group of the non-Akan characterized by a higher level of education, to rule out the possibility that our results might be affected by convergence. In our last check, we exploit the fact that Akan are also present in the neighboring Côte d'Ivoire (but were not affected by the Intestate Law introduced in Ghana in 1985) to understand if our results are driven by shocks specific to the Akan ethnicity.

Finally, we also find evidence that the Law affected occupational choice. In particular, compared to non-Akan males, Akan males in later rounds show a higher probability of being farmers, while this is not the case for females. This is consistent with the fact that the possibility of inheriting the father's land may have affected the choice of becoming farmers (an occupation in which the returns to education are lower than in other sectors).

To sum up, we therefore uncover significant and sizable effects of customary norms that constrain bequest allocation on the accu-
mulation of human capital, effects that differ across genders and that may account for part of the education gender gap.

This paper is related to several strands of the literature. A first body of literature looks at the economic consequences of social norms, kinship systems and inheritance rules, modeling household behavior as a rational response to traditional customs (e.g., La Ferrara, 2003; La Ferrara, 2007; Goetghebuer and Platteau, 2010; Mobarak et al., 2009; Quisumbing et al., 2001; Quisumbing and Otsuka, 2001; Lambert, Ravallion, and van de Walle, 2011; Carranza, 2012). Gneezy, Leonard and List (2009) show that differences between societies with distinct kinship systems and customary rules (the matrilineal Khasi and patriarchal Maasai) correlate with economically relevant behaviors such as the inclination toward competitiveness. Compared to this literature, our paper is the first to exploit a policy change that constitutes an exogenous shock to the strength of the customary norm. This allows us to make some progress toward establishing a causal link going from social constraints to economic choices.

A second strand of the literature explains the presence of different social norms regarding the transmission of property from parents to children as a rational response to different economic environments (e.g., Botticini and Siow, 2003; Platteau and Baland, 2001). In this paper we take the existence of matrilineal customs as given and study the effects of an exogenous shift in these customs operated through legislation.

Thirdly, our paper relates to the literature on the constraints generated by extended families ties. In particular, this literature suggests that family networks, mainly in the African context, limit the possibility of undertaking profitable economic opportunities and create incentives for hiding income due to informal risk-sharing ar-
rangements (Baland, Guirkinger and Mali, 2011; Jakiela and Ozier, 2011).

Finally, our paper also speaks to the literature on land rights security and investment in agriculture (e.g., Besley, 1995; Goldstein and Udry, 2008; Hornbeck, 2010). By showing that control over the inter-generational transmission of land affects parental investment in human capital, we show that policies for the individualization of land rights have far reaching consequences that go well beyond changes in agricultural investment and productivity.

The remainder of the paper is organized as follows. Section 3.2 briefly reviews some basic notions on matrilineal and patrilineal descent principles taken from the anthropological literature and gives some background on the Intestate Succession Law. In section 3.3 we present a simple model that serves as a guide for our empirical analysis. Section 3.4 introduces our empirical strategy and Section 3.5 provides a descriptive analysis of the data. Sections 3.6, 3.7, 3.8 , and 3.9 contain our main econometric results and robustness checks, and Section 3.10 concludes.

### 3.2 Matrilineal inheritance and the Intestate Succession Law

Kinship systems form the basis for social organization in many developing countries. Kinship is usually built around a unilineal descent group in which kin membership is transmitted from one generation to the next only through ancestors of one gender. In patrilineal societies only males can pass kin membership on to their offspring and children are considered to be part of their father's kin group. In matrilineal societies instead, only females can pass kin
membership on to their offspring and children are part of their mother's kin group.

The principle of matrilineal descent is illustrated in figure 3.1. Following the notation in social anthropology, triangles indicate males, circles females, vertical links indicate a descent bond, horizontal ones a codescent bond, and the sign "=" stands for a marriage relationship. The colored symbols indicate members of the same matrikin. The top part of the diagram indicates a couple, and the first of the three generations represented in the diagram. Following the descent bonds (vertical lines), it is easy to see how descent is traced only through females from a founding female ancestor. In particular, if we consider the eldest man in the diagram, indicated as "head $0_{0}$ ", we see that his children belong to his wife's kin group, not his. When we look at figure 3.1 from the point of view of the male symbol referred to as "head $d_{1}$ ", we see again that his children do not belong to his kin group, and that the members of his maternal kin are the children of his sisters.

The relationship between father and child in matrilineal societies is thus somewhat weaker than in patrilineal ones, and some of the responsibilities generally assigned to fathers are instead taken on by the mother's brother. Importantly for our study, though, among the matrilineal Akan of Ghana the father remains responsible for food and education expenditures of his children ${ }^{1}$

The matrilineal and patrilineal systems involve important differences not only in terms of social organization, but also for the intergenerational transmission of property. A general principle common to both is that rights to inheritance are usually gender-linked: males-to-males and females-to-females. In patrilineal systems a

[^48]

Figure 3.1: Matrilineal descent
man's property is transmitted to his children (typically the sons), while in matrilineal systems the man's children do not belong to his kin group and are not entitled to inherit his property. The man's property is instead transferred to males members of his matrikin, the preferred order of inheritance being: the man's uterine brother, the son of a uterine sister, and the son of the deceased's mother's sister ${ }^{2}$ The woman's property instead is typically passed on to the daughters in both matrilineal and patrilineal societies.

Among the matrilineal Akan of Ghana, children have the customary obligation to work on the father's land before moving out of the parents' home to go work on the uncle's land. This can generate tensions between members of the nuclear family and the matriclan over the rights to inherit the father's land. On the other hand, "fathers are expected to set up their male children in life (...) Today, setting up a child in life includes providing a western type of education and/or apprenticeship" (Awusabo-Asare, 1990,

[^49]p. 7). Duncan (2010) reports qualitative evidence of the growing importance of a mutual understanding between husband and wife in favor of educating children as an acceptable substitute for land. This evidence corroborates our theoretical prediction that Akan fathers traditionally considered education as a substitute for land inheritance for their sons.

On June 141985 the Intestate Succession Law (PNDCL 111) was promulgated by the Government of Ghana $3^{3}$ The main innovation brought by the Law was the specific protection granted to members of the nuclear family (as opposed to the extended family) in the distribution of the man's self-acquired property on his death intestate. The Law states that, after the house and household chattels are devolved entirely to the spouse and children, the residue of a man's intestate property has to be distributed as follows: nine-sixteenth to children, three-sixteenth to surviving spouse, oneeighth to surviving parents and the remaining one-eighth, in the case of the matrilineal Akan, to the matrikin $\sqrt[4]{4^{5}}$ The Law applies

[^50]to all property which a deceased could have but did not dispose of through will (Woodman, 1985). ${ }_{6}^{6}$ Prior to the passage of the Law, this property was automatically devolved to the kin group and allocated to individual members following customary rules. As mentioned above, the need for a Law regulating intestate succession especially for matrilineal groups became more pressing given the conflicting interests between the nuclear family and the matriclan over the rights to inheritance. Duncan (2010) documents that the growing role of cocoa farming in the rural economy together with the customary obligation placed on women to assist their husbands in their economic pursuits intensified the use of conjugal labor giving rise to the "conjugal unit" as the major unit of production and consumption. The Law was introduced by the government to reflect changes in society and give more importance to the nuclear family $]^{7}$ It represented a radical change in the ways property was transmitted across generations in matrilineal groups, giving fathers greater control over the amount of physical capital their children would inherit. We argue below that this allowed fathers to choose an allocation of human capital closer to the one they would have

PNDCL 112 was amended by the Customary Marriage and Divorce (Registration) (Amendment) Law, 1991 (PNDCL 263) to solve this applicability issue. The amended Law states that the Intestate Succession Law applies also in cases "where a court or tribunal is satisfied by oral or documentary evidence before it that a customary law marriage had been validly contracted between a deceased and surviving spouse."(Fenrich and Higgings, 2001, p. 293).
${ }^{6}$ The practice of disposing of individually owned property by will seems to be rare among Ghanaians as "many view drafting a will as inviting death "(Fenrich, and Higgins, 2001, p. 293).
${ }^{7}$ The PNDCL 111 was amended by the Intestate Succession (Amendment) Law, 1991 (PNDCL 264) to further protect spouse and children from ejection from the matrimonial home before the distribution of the estate and prescribe punishment for those who deprive a person entitled to inherit from his portion of the estate. The Children's Act, 1998 (Act 560) amended PNDCL 111 mainly providing that "where there is a child who is a minor undergoing educational training, reasonable provision shall be made for the child before distribution.".
chosen in the absence of the (customary) matrilineal constraint.
One final consideration relates to women's vs. men's land rights. According to customary principles, women could already pass their land on to daughters before the reform. Obviously, in a context where women do not own land or have weak rights over it, this may translate into few bequests. Qualitative evidence from Ghana suggests that often "male kin play the land-allocating role in both matrilineal and patrilineal societies: secure access rights for women therefore depend on the nature of their relationships with male relatives"(Duncan, 2010, p. 302). The Law on intestate succession in principle allowed fathers' property to be transmitted both to sons and to daughters, but in practice inheritance rights have remained gender-linked, with male property being (the bulk of land property) being passed on to male heirs. This means that empirically we expect to see most of the effects of the reform to be on male children, and to a lesser extent on female children.

### 3.3 Theoretical framework

In this section we propose a simple theoretical framework to highlight the effects of the reform of matrilineal inheritance on human capital investment. The model is very stylized and serves as a motivation for our empirical strategy.

### 3.3.1 Allocation with and without matrilineal norms

Consider an environment where an altruistic parent has one child, and allocates resources between own consumption and investment in education of the child $(E)$. We assume that there is no saving technology so all income is either consumed or invested in children's human capital.

The parent is endowed with an exogenous amount of land $L$. The amount of land that the son inherits is denoted by $L^{c} \leq L$. Importantly, the share of parental land that can be transferred to the son depends on the prevailing social norm.

First, we derive the optimal allocation in the absence of claims by the matrikin, i.e. the unconstrained optimum. In this case, land is entirely devolved on to the child, eg. $L^{c}=L$. Second, we model the matrilineal constraint as an upper bound on the amount of land the parent can transfer to the child, eg. $L^{c}=\overline{L^{c}}<L$. Third, we model the Intestate Succession Law as an increase in the upper bound of the land the parent can transfer to the child and show that the equilibrium allocation is closer to the one he would have chosen in absence of the matrilineal constraint. We then conduct some comparative statics to determine how the optimal allocation changes by varying the exogenous amount of land for the child (consistently with the change in the matrilineal rule).

The child's preferences are represented by the utility function $U^{c}=u\left(C^{c}\right)$, with $u^{\prime}(\cdot)>0, u^{\prime \prime}(\cdot)<0$. The variable $C^{c}$ denotes the child's consumption, which is equal to the child's income due to the absence of savings. Income, in turn, depends on the child's endowment of physical and human capital, i.e. $C^{c}=Y^{c}\left(E, L^{c}\right)$. As previously noted, $L^{c}$ is the fraction of father's land going to his child. We assume that the child's income depends positively on each of its arguments, $Y_{E}^{c}(\cdot)>0, Y_{L}^{c}(\cdot)>0$, and that there are decreasing marginal returns.

The parent's utility depends on own and child's consumption (or income): $V^{p}=v\left(C^{p} ; Y^{c}\left(E, L^{c}\right)\right)$, with partial derivatives $v_{C^{p}}(\cdot)>$ $0, v_{Y^{c}}(\cdot)>0, v_{C^{p}, C^{p}}(\cdot)<0$, and $v_{Y^{c}, Y^{c}}<0$. Moreover, we assume that $v_{C^{p}, Y^{c}}(\cdot)=0$, which is a common separability assumption between parental consumption and child income in models on in-
trahousehold allocations with parental altruism (Behrman, 1997). The parent's income, $Y^{p}$, is taken as exogenous. This income has to be allocated between the parent's own consumption $C^{p}$, and expenditure on child's education, $p E$.

Let us start by considering an equilibrium in which no matrilineal constraint exists, where the parent's exogenous land endowment $L>0$ is automatically passed to the child upon the parent's death. The amount of land inherited by the child is thus $L^{c}=L$, which can be considered also the endowment of the child.

The parent's optimization problem can thus be written as:

$$
\begin{gathered}
\max _{C^{p}, E} v\left(C^{p} ; C^{c}\right) \\
\text { s.t. } \quad C^{c}=Y^{c}\left(E, L^{c}\right) \\
Y^{p}=C^{p}+p E
\end{gathered}
$$

After substituting the budget constraint into the parent's utility, we derive the following first order condition:

$$
\begin{equation*}
E: \quad v_{C^{p}}\left(C^{p} ; Y^{c}(\cdot)\right)(-p)+v_{Y^{c}}\left(C^{p} ; Y^{c}(\cdot)\right) \frac{\partial Y^{c}(\cdot)}{\partial E}=0 \tag{3.1}
\end{equation*}
$$

Let us assume that the conditions for the existence of an interior solution are satisfied and focus on this case. We refer to this as the 'unconstrained' solution, and we denote the equilibrium values of the above problem as $C^{p *}, E^{*}>0$, (with $L^{c}=L$ ). As discussed above, according to traditional matrilineal principles (i.e. pre-reform), there is no systematic transfer of land rights from a man to his child upon the man's death. Inter-vivos gifts from parent to child are allowed provided that the matriclan formally approves,
and in any case can entail only a limited portion of the man's land, while the rest goes to the matriclan. In terms of the model, the matrilineal constraint can therefore be represented as an upper bound on the amount of land that the parent can pass on to his child $\sqrt[8]{8}$

$$
L^{c}=\overline{L_{1}^{c}}<L
$$

The Intestate Succession Law of 1985 included a provision that a given fraction of the property should go to the man's children and substantially decreased the share going to the matriclan. In our framework this reform can be modeled as an increase in the upper bound of the land that can be allocated to the child, e.g. to $\overline{L_{2}^{c}} \in\left(\overline{L_{1}^{c}}, L\right)$.

We now derive the sign of the change in the optimal amount of $E^{*}$ implied by an exogenous change of $L^{c}$ using the implicit function theorem. The sign of $\frac{\partial E}{\partial L^{c}}$ is unambiguously negative if the following sufficient (not necessary) condition hold: $\frac{\partial^{2} Y^{c}}{\partial E \partial L^{c}} \leq 0$, which indicates that the returns to education are non-increasing in the amount of land 9

Under the assumptions made on the child's production function and the parent's utility function, the equilibrium allocation with the matrilineal constraint implies a higher amount of education for the child compared to the unconstrained case: $E_{1}^{*}>E^{*}$, (with $L^{c}=\overline{L_{1}^{c}}$ ). This equilibrium represents a situation in which parents 'overinvest' in their children's education because they are restrained in the amount of physical capital they can devolve on them. It is now easy to see that the reform of matrilineal inheri-

[^51]tance would lead to a decrease in schooling investment for the child (compared to the pre-reform situation). The corresponding equilibrium allocation will involve a lower level of education, $E_{2}^{*}<E_{1}^{*}$ (with $L^{c}=\overline{L_{2}^{c}}>\overline{L_{1}^{c}}$ ). In other words, the effect of the reform is to bring the parent closer to his unconstrained optimal allocation.

## Testable predictions

Despite its simplicity, our basic theoretical framework has several interesting implications. To frame these implications in the context of the empirical analysis that we conduct for Ghana, we refer to a group that follows matrilineal descent principles (Akan) and a group that does not (non-Akan).

Prediction 1: Ceteris paribus, after the reform Akan parents should invest relatively less in their children's education compared to non-Akan parents (for whom $L^{c}$ in unchanged).
Prediction 1 is the key one for our paper, and will be tested through a difference-in-difference estimation strategy. To assess the plausibility of the identification assumption, we shall look at pre-reform trends for Akan and non-Akan.

Prediction 2: Prediction 1 should apply to landed households, for which the reform actually changes the budget set, and not to landless ones.

### 3.3.2 Extension: one son and one daughter

Now we extend the model and consider a case in which the parent has two children, a son and a daughter, and allocates resources between own consumption and investment in education of the son $\left(E^{s}\right)$ and of the daughter $\left(E^{d}\right)$. Throughout the analysis, we use
superscripts $p, s$ and $d$ to denote parent, son and daughter, respectively.

As in the general case, the parent is endowed with an exogenous amount of land $L$. Consistent with the evidence described in the previous section, we assume that land inheritance is gender-linked, i.e. land is controlled by the male parent who can pass it on to his son upon his death (or to other male kin members depending on the specific inheritance rule). The amount of land that the son inherits is denoted by $L^{s} \leq L$, that depends on the prevailing social norm.

The daughter's rights are instead very weak and limited to the use of the land controlled by the husband or other male relatives. Accordingly, we denote the amount of land that can be used by the daughter as $L^{d}$.

The child's preferences are defined as before, $U^{i}=u\left(C^{i}\right)$, where $C^{i}=Y^{i}\left(E^{i}, L^{i}\right)$, and $u^{\prime}(\cdot)>0, u^{\prime \prime}(\cdot)<0, Y_{E}^{i}(\cdot)>0, Y_{L}^{i}(\cdot)>0$ (and decreasing marginal returns), with $i=\left(\right.$ son, daughter). $L^{s}$ is the fraction of father's land going to his son, and $L^{d}$ is the land that can be used by the daughter.

The parent's utility now depends on own, son and daughter's consumption (or income): $V^{p}=v\left(C^{p} ; Y^{s}\left(E^{s}, L^{s}\right) ; Y^{d}\left(E^{d}, L^{d}\right)\right.$ ), with partial derivatives $v_{C^{p}}(\cdot)>0, v_{Y^{s}}(\cdot)>0, v_{Y^{d}}(\cdot)>0, v_{C^{p}, C^{p}}(\cdot)<$ $0, v_{Y^{s}, Y^{s}}(\cdot)<0$, and $v_{Y^{d}, Y^{d}}(\cdot)<0$. Moreover, we assume that $v_{C^{p}, Y^{s}}(\cdot)=v_{C^{p}, Y^{d}}(\cdot)=0$.

The exogenous parent's income $Y^{p}$ has to be allocated between the parent's own consumption $C^{p}$, and expenditure on son's and daughter's education, $p_{s} E^{s}$ and $p_{d} E^{d}$, respectively. The price of education is assumed to differ across genders.

The parent's optimization problem in the case that $L^{s}=L$ (ie, no matrilineal constraint exists) can be written as:

$$
\begin{array}{rl}
\max _{C^{p}, E^{s}, E^{d}} & v\left(C^{p} ; Y^{s}\left(E^{s}, L^{s}\right) ; Y^{d}\left(E^{d}, L^{d}\right)\right) \\
\text { s.t. } & Y^{p}=C^{p}+p_{d} E^{d}+p_{s} E^{s}
\end{array}
$$

After substituting the budget constraint into the parent's utility, we derive the following first order conditions:
$E^{s}: \quad v_{Y^{s}}\left(C^{p} ; Y^{s}(\cdot) ; Y^{d}(\cdot)\right) \frac{\partial Y^{s}(\cdot)}{\partial E^{s}}-p_{s} v_{C^{p}}\left(C^{p} ; Y^{s}(\cdot) ; Y^{d}(\cdot)\right)=0$
$E^{d}: \quad v_{Y^{d}}\left(C^{p} ; Y^{s}(\cdot) ; Y^{d}(\cdot)\right) \frac{\partial Y^{d}(\cdot)}{\partial E^{d}}-p_{d} v_{C^{p}}\left(C^{p} ; Y^{s}(\cdot) ; Y^{d}(\cdot)\right)=0$

Taking the ratio of (3.2) and (3.3), we obtain the following equilibrium condition:

$$
\begin{equation*}
\frac{v_{Y^{s}}(\cdot)}{v_{Y^{d}}(\cdot)}=\frac{p_{s}}{p_{d}} \frac{\partial Y^{d}\left(E^{d}, L^{d}\right) / \partial E^{d}}{\partial Y^{s}\left(E^{s}, L^{s}\right) / \partial E^{s}} \tag{3.4}
\end{equation*}
$$

This condition states that the ratio of resources invested in son and daughter's education reflects differences in returns to education and relative prices of education across genders. We assume that the conditions for the existence of an interior solution are satisfied and derive the 'unconstrained' solution. The equilibrium values of the above problem can be denoted as $C^{p *}, E^{s *}>0, E^{d *}>0$ (with $\left.L^{s}=L\right)$.

The matrilineal constraint is defined as an upper bound to the transferable land, $L^{s}=\overline{L_{1}^{s}}<L$, and the Law is represented as a
relaxation of this constraint, ie $\overline{L_{2}^{s}} \in\left(\overline{L_{1}^{s}}, L\right)$.

We now differentiate the first order conditions and the budget constraint with respect to $L^{s}$ to derive the sign of the change in the optimal amount of $E^{s *}$ implied by an exogenous change of $L^{s}$. The sign of $\frac{\partial E^{s}}{\partial L^{s}}$ is unambiguously negative if the following sufficient (not necessary) conditions hold: $\frac{\partial^{2} Y^{s}}{\partial E^{s} \partial L^{s}} \leq 0$, which indicates that the returns to education are non-increasing in the amount of land, and $v_{Y^{s}, Y^{d}}(\cdot)=0$, meaning that there are no complementarities between son and daughter's consumption.

Therefore, the equilibrium allocation with the matrilineal constraint implies a higher amount of education for the son compared to the unconstrained case: $E_{1}^{s *}>E^{s *},\left(\right.$ with $\left.L^{s}=\overline{L_{1}^{s}}\right)$, while the allocation after the Law implies a lower level of education, $E_{2}^{s *}<E_{1}^{s *}$ (with $L^{s}=\overline{L_{2}^{s}}>\overline{L_{1}^{s}}$ ).

The effect of the reform on daughters' education $\left(\frac{\partial E^{d}}{\partial L^{s}}\right)$ is ambiguous: it may be positive due to a relaxation in the household's budget constraint, but this depends on the shape of the utility function $\sqrt{10}$ Whether the effect of the reform on girls is zero or not is ultimately an empirical question, but under realistic assumptions the main effect of the reform should be seen on boys, as before and after the reform males were the main recipients of land bequests.

## Additional testable predictions

Compared to the predictions outlined in section 3.3.1 here we further distinguish, within the Akan group, between a population that according to customary norms could not inherit paternal property

[^52]but that acquires this right after the passage of the reform (male children) and a population that typically does not have control over land, which is unchanged after the reform (female children). Within Prediction 1 in section 3.3.1, we can thus distinguish among the children's gender.

Prediction 1a: Ceteris paribus, after the reform Akan parents should invest relatively less in their sons' education compared to non-Akan parents.

Prediction 1b: The effect should be ambiguous for daughters. Under plausible assumptions we expect either an increase in education or no change when we look at the difference between Akan and non-Akan females after the reform compared to before.

Prediction 2 applies only to Prediction 1a in that we expect a reduction in education for Akan males in landed households, for which the reform actually changes the budget set, and not to landless ones.

Our stylized model also has implications related to the levels of human capital investments in the pre-reform equilibrium allocations. In particular, there should be differences in the pre-reform education levels across ethnic groups and genders, but we only view this as a consistency check since unobserved characteristics other than the matrilineal inheritance norm may be driving these initial gaps. Our key identification strategy relies on changes in allocations before and after the reform across different groups, as highlighted in the above predictions.

### 3.3.3 Discussion

The above framework is extremely stylized and involves a set of simplifying assumptions. However, it has the advantage of captur-
ing the essential workings of the reform in the most parsimonious way. In this section we briefly discuss alternative modeling assumptions and the effects they may have on our results. While our simple model is static, one could extend it to a dynamic setting using an overlapping generations framework in which each individual lives for two periods. In such a setting, an individual's income (and consumption) would depend on his/her stock of human and physical capital, and each generation of parents would choose optimal amounts of investment in education ${ }^{11}$ This problem would have a recursive structure, and the equilibrium without matrilineal constraint would entail a lower level of education compared to the 'constrained' equilibrium, similar to the static model.

A simplifying assumption of our setting is that children can only inherit land from their parents. We know that in real matrilineal systems males inherit lineage land from their maternal uncles, and this may be cause of concern because the reform of matrilineal inheritance should affect uncles' behavior as well as parents'. We can explore the implications of a richer model, one in which each generation can inherit both from the father and from the uncle, in a qualitative way. Consider first a setting where each young individual has exactly one parent and one uncle, and where the uncle has one child of his own. Assume also that the amount of land owned by the parent and the uncle is the same. In this setting the matrilineal reform would have no effect on equilibrium allocations, because the increase in the land that a parent can pass on to his child after the reform would perfectly compensate the decrease in the land received by the uncle (who, in turn, is devolving more land

[^53]to his own child).

In a realistic model of the matrilineal system, however, it may be preferable for children to inherit their own father's land rather than their uncle's for several reasons. First, this may be due to land-specific investments made by the children while working for their father, quality and quantity of the father's and uncle's land, or to the security of property rights. Bruce and Migot-Adholla (1994), for example, argue that rights are better enforceable when the land is inherited from the father than when it is allocated by the matrikin. Second, one should capture the fact that, even if the child has a maternal uncle (which obviously depends on the realized sibling composition of the child's mother), fathers do not have full control over the land the child will inherit. This may lead the father to invest more in his son's education to compensate for the uncertain amount of physical capital the child will be endowed with in the future. Indeed, the fact that the customary matrilineal norm would lead to impoverishment of those children who had no maternal uncles was one of the motivations for the Ghanaian legal reform that we examine.

A way to capture this in the model would be to assume that there is uncertainty about the probability to inherit the uncle's land. In this case the reform would still have a negative impact on education investment, which is what we test in the data. Ideally, we would like to have data on the composition of the entire extended family (notably, the existence of a maternal uncle) and on land owned by each member. This information is not available in the GLSS, nor in the Demographic and Health Survey (DHS). Hence we cannot control for inheritance received by the uncle, nor assess the extent of substitutability between father's and uncle's land.

### 3.4 Empirical strategy

### 3.4.1 Years of schooling and completion

To study the impact of the reform on investment in education, we compare educational outcomes for two age groups: those aged 0-17 (the most exposed to the reform) and those older than 18 (whose education should not have been affected by the Law) when the Law on intestate succession was passed in 1985. We restrict the sample to individuals 20 to 50 in each survey round. The group of children aged $0-17$ includes children that are in primary school (or will enroll in primary), children in junior secondary/middle school, and those who are completing senior secondary school. In Ghana children normally enroll in primary school when they are 6 and complete it when they are $11 .{ }^{12}{ }^{13}$

## Basic specification

Our basic estimation strategy exploits differences across cohorts and ethnic groups. We analyze the impact of the Law separately for males and females. The basic difference-in-difference regressions

[^54]is as follows:
\[

$$
\begin{align*}
y_{i t k r v}= & \beta_{1}\left(A_{i} \cdot P_{i t}\right)+\beta_{2} A_{i}+\beta_{3} X_{i t k r v}+\beta_{4} C_{v}+\beta_{5}\left(X_{i t k r v} \cdot P_{i t}\right)+ \\
& +\beta_{6}\left(C_{v} \cdot P_{i t}\right)+\alpha_{r}+\mu_{k}+\nu_{t}+\gamma_{r} \cdot t+\epsilon_{i t k r v} \tag{3.5}
\end{align*}
$$
\]

where $y_{i, t, k, r, v}$ is number of years of schooling or the highest level completed of an individual $i$, born in year $t$, and observed in survey year $k$, in region $r$, and in village $v . A_{i}$ denotes individuals belonging to the Akan ethnic group. $\alpha_{r}, \mu_{k}$, and $\nu_{t}$ are region, wave, and birth year fixed effects, respectively. Since Akan are spatially concentrated in the Southern and Western part of Ghana and grow different types of crops than the non-Akan, we also include is a set of nine dummies, denoted with $C_{v}$, for the major crop grown at the village level (among which: cocoa, cassava, maize, yam, tomato, plantains, beans/peas, groundnut/peanut, and pepper) ${ }^{14}$

We also include a region specific linear time trend, $\gamma_{r} \cdot t$, to capture region and cohort-specific effects that may be correlated with the error term, e.g. variation across regions and over time in the supply of education. $X_{i, t, k, r, v}$ is a set of individual and householdlevel covariates observed at the time of each survey including: age and age squared, age of the household head, household size, a principal component index of durable goods owned by the household, a dummy for female headed households, mother's and father's ed-

[^55]ucation, and religion of the head ${ }^{15}$
The variable $P_{i, t}$ indicates the post-reform period, which is constructed based on the individual's age when the Law was passed in 1985 . We use two alternative definitions of $P_{i, t}$ which take into account the structure of the education system. The first definition is a dummy equal to one if the individual was born in 1968 or after (aged 17 or younger in 1985). Since those born in 1968 belong the first cohort being affected for the completion of secondary school, we can define this cutoff as "treated by the end of secondary". The second cutoff birth year is 1974. Strictly speaking, children born in 1974 were completing the last year of primary school in 1985 (aged 11 or younger in 1985). Accordingly, we define this cutoff as "treated by the end of primary". For these children, the Law did not only affect the decision of completing a given level of education, but also the decision of enrolling in secondary school. We expect that educational outcomes should be most affected for children who were at an earlier stage of education when the Law was passed.

We also include the interactions between the individual characteristics and $P_{i, t}$ to take into account the possibility that the effect of these variables has changed over time and that this might correlate with the error term $\sqrt{16}$

Moreover, we add the interactions between major community crops and the post-reform dummy to control for the possibility that our results may be confounded by movements in returns to

[^56]education for Akan compared to non-Akan males due to changes in agricultural production (ie, by changes related to the production of a specific crop) over the period considered.

In regression (3.5), our coefficient of interest is $\beta_{1}$, the coefficient of the interaction term between $A_{i}$ and $P_{i, t}$. In line with our theoretical predictions we expect $\beta_{1}<0$, i.e., compared to non-Akan males of the same age, Akan males exposed to the reform should have significantly less years of schooling. The same should not hold (or should hold to a lesser extent) for females.

The regressions for years of education are estimated with simple OLS. To estimate the impact on highest grade completed we instead use a non-linear probit model for the probability of completing at least primary or secondary school. We also estimate an ordered logit model for the highest grade completed, which is a categorical dependent variable for the different educational levels completed.

Our identification strategy assumes that, conditional on the controls we include, changes in education outcomes for Akan and non-Akan males would have been the same in the absence of the reform. Below we discuss the plausibility of this assumption examining pre-trends and conducting some falsification tests.

## Cohort-specific effects

The specification (3.5) allows us to compare educational outcomes across ethnicities for two broad age groups: those aged 0-17 and those older than 18 when the Law was passed in 1985 . We can go further in understanding when the reduction of investment in education started and evolved by estimating year-by-year differences as follows ${ }^{17}$

[^57]\[

$$
\begin{align*}
y_{i t k r v}= & \sum_{l=1960}^{1985} \beta_{1, l}\left(I_{l} \cdot A_{i}\right)+\beta_{2} A_{i}+\beta_{3} X_{i t k r v}+\beta_{4} C_{v}+\alpha_{r}+ \\
& +\mu_{k}+\nu_{t}+\gamma_{r} \cdot t+\epsilon_{i t k r v} \tag{3.6}
\end{align*}
$$
\]

where $I_{l}$ is a birth-year dummy, and all the other variables are defined as in 3.5. The omitted group is formed by individuals born from 1937 and 1959 (which represent about 34 percent of all individuals in our sample) ${ }^{18}$ Our coefficients of interest are the $\beta_{1, l}$ that estimate the year by year difference in education across ethnicities compared to the control group of those born before 1960.19 We expect the $\beta_{1, l}$ to be equal to zero for $l<1968$ and become negative after 1968. If the reform mainly affected the decision to enroll in secondary school (while those who were already in secondary school in 1985 completed that level regardless of the Law), then we expect the effect to become negative and significant for the individuals born in 1974 or after (who were in primary school in 1985).

### 3.4.2 Current attendance rates

After having estimated the impact of the reform on our measures of "accumulated human capital", we turn to the analysis of the effects on current attendance rates ${ }^{20}$ In order to do this, we select indi-

[^58]viduals aged 6 to 17 from each of the five rounds of the GLSS, and compare attendance rates for those observed if the first two waves (GLSS 1987/88 and 1988/89) to those observed in later rounds of the survey (GLSS 1991/92, 1998/99 and 2005/2006) ${ }^{21}$ Since the first two waves were carried out already after the passage of the Law in June 1985, the treatment is not very accurate. Ideally, we would like to have information on attendance rates before 1985 , but this is data is not available in GLSS. However, it is likely that it took some time before the reform was fully operative, so we can consider that parents internalized the effects of the reform more in rounds 3 to 5 of the GLSS. If the reform led to an sudden reduction in attendance levels in 1985, which is somewhat unlikely, our results would underestimate the true effect.

We use a probit model to estimate the probability of being currently in school in the post reform period for individuals belonging to the Akan versus non-Akan ethnic group. We run a regression similar to (3.5), where $e d u_{i t k r v}$ is a dummy variable equal to one if the individual is currently in school and zero otherwise. $P_{i t}$ is defined as a dummy equal to one if the individual was observed in GLSS wave 3 , 4 or 5 , and zero otherwise. We also estimate interaction terms with each individual survey round to show that the effect is gradual and not dependent on the particular cutoff. We include wave fixed effects but not birth year fixed effects. All the other control variables are the same as in (3.5). We also run a regression with a triple interaction between akan * post $*$ age 1217 to understand if the effect on attendance is different for primary and secondary age school children (eg, aged 6-11 and 12-17, respec-

[^59]tively). We expect to find a smaller effect on attendance of Akan boys aged $6-11$, while a significant reduction for those in the $12-17$ cohort $\left(\beta_{1}<0\right)$. This is mainly because Akan males had very high primary school completion rates already in the pre-reform period. If primary school is considered by the Akan as the basic or necessary education level a male should complete, the effect should be mainly at higher levels than primary.

### 3.5 The data: a descriptive analysis

The theoretical predictions illustrated in the previous sections will be tested using individual-level data from all five rounds of the Ghana Living Standard Survey: GLSS1 (1987/88), GLSS2 (1988/89), GLSS3 (1991/92), GLSS4 (1998/99), and GLSS5 (2005/06). Because matrilineal inheritance norms essentially apply to the allocation of land, we restrict our attention to the rural subsample of the GLSS.

We analyze the effects of the Intestate Succession Law on two main educational outcomes: the "stock of schooling" (eg., number of years of education and highest grade completed), and current attendance rates. For the part of the analysis of the impact on accumulated schooling we focus on individuals aged 20 to 50, and test the theoretical predictions first using the full sample and then using the sample of individuals whose father is/was a farmer. Having a father farmer is a proxy for whether the father owned land at the time when his children (who are the individuals included in our sample) were of school age. This variable is preferred to the one that can be derived from the question "Does any member of the household own any land?" for two reasons. First, since this information refers to land owned by the household at the time of the
survey, we do not know whether this land was already owned at the time when the individual was in school. Second, if the father of the individual is not a household member, there is no question asked about land ownership of the father. However, while having a father who was a farmer is a 'lagged' proxy for land ownership (which is what we need for our analysis), it is a very imperfect proxy: being a farmer does not necessarily mean owing land.

In the second part of the empirical analysis, when we consider current attendance rates of younger cohorts (aged 6 to 17), we present evidence for the full sample and for the subsample of landed households, defined as households who answer "yes" to the above question. In this case the contemporaneous land ownership status of the household is the appropriate measure because the population under study is that of individuals younger than 18 , most of whom are still living with their father in the interviewed household. We also run the attendance regressions on the subsamples of individuals with and without a father farmer to provide support to the validity of our proxy for land ownership.

For the first part of the analysis on accumulated human capital, we use all five rounds of the GLSS and restrict the sample to individuals aged 20-50 in rural areas. The restricted sample includes 22,156 individuals. Summary statistics for the main variables of interest are shown in panel A of Table 3.1. Summary statistics for the other variables used in the regressions as well as a breakdown by ethnicity and gender are shown in appendix table 3.19 .

The percentage of Akans (mostly Asante and Fanti) in our rural sample is 42 percent 2 The other (patrilineal, and classified as

[^60]non-Akan) groups are the Ewe, Mole Dagbani, Ga-Dangme and others. Inter-ethnic marriages among Akans and non-Akans tend to be rare, especially in rural areas. In the 2003 Ghana Demographic and Health Survey (DHS) the percentage of unions in which the household head and his/her spouse belong to different ethnic groups is 7.2 percent of all unions, while it is 5.7 percent in rural areas ${ }^{23}$ The age at first marriage is similar across ethnic groups: in the rural sample of the 2003 Ghana DHS the median age at which females got first married is 18 , while it is 23 for males, both for Akans and not ${ }^{24}$ Average years of education in the sample is equal to 4.82 , which varies widely across ethnicity and gender. Akans males in our sample have on average 8.61 years of education, compared to 4.93 for non-Akan males. For females, the corresponding figures for Akan and non-Akan are 5.02 and 2.36 , respectively. Consistently, a higher fraction of Akan have attained primary or higher levels of education ${ }^{25}$

As far as our proxy for land ownership is concerned, we see that 79 percent of the individuals in our sample have a father who is/was a farmer: this percentage is higher among the non-Akan (84 and 85 percent for males and females, respectively) than among the Akan (72 percent).

The remaining part of Table 3.1 shows the summary statistics for the sample of younger cohorts used in the second part of the

[^61]analysis. Panels B. 1 and B. 2 refer to the sample of individuals aged $6-11$ and $12-17$, respectively. More descriptive statistics for the whole sample of those aged 6 to 17 are shown in appendix table 3.20 . Attendance rates for Akan and non-Akan boys of primary school age are 88 and 65 percent, respectively. The percentage of girls going to school is lower than that of boys by 2 to 4 percentage points in both ethnic groups. In panel B. 1 we see that the gap in attendance rates between Akans and non-Akans boys aged 12 to 17 is slightly lower than that among younger cohorts. Finally, we see that about 59 to 69 percent of individuals live in a household in which at least one member owns land. The fraction of those owning land is similar in all groups, somewhat higher for Akans.

### 3.6 Main results: years of education

Table 3.2 shows the simple difference-in-difference estimates of the effect of the Intestate Law on years of schooling. We consider mean years of education for four different age groups: $0-11,12-17,18-25$ and 26-30. We expect that the 1985 Law affected parental educational decisions for children of primary or secondary school-age, but not for those older than 18 that had already completed secondary school in 1985. Each panel in the table reports education estimates separately for Akan and non-Akan individuals (columns), in different age brackets when the reform was implemented (rows), and by gender (leftmost versus rightmost part of the table). For example, in panel (a) we see that Akan males who were aged 0 to 11 in 1985 on average completed 8.57 years of education, while non-Akan males in the same cohort completed 5.74. On the other hand, for the older cohort who was 18 to 25 years old when the reform was passed, completed years of education average 8.86 for Akan males
and 5.11 for non Akan males. Our diff-in-diff estimate of the effect of the reform is thus -0.92 with a standard error of 0.31 , indicating that the reform induced Akan parents to give on average 0.92 less years of education to their male children compared non-Akan children in the same age group. When we repeat a similar exercise for females (rightmost part of Panel a), we find no statistically significant effect of the reform (if anything, the effect is in the opposite direction). In panel (b) of table 3.2 we estimate the effect of the reform on a group of children who were in secondary school age when the reform was implemented (i.e., who were 12 to 17 years old in 1985), keeping as control group cohorts who were 18 to 25 in the same year. We find no effect of the reform on Akan males and females. This might suggest that individuals who were already enrolled in secondary school when the reform was introduced continued going to school and completed that level. Thus, the effect of the reform seems to be mainly concentrated on those who were at an earlier stage of their education and had to decide whether to enroll in secondary.

Finally, in panel (c) of table 3.2 we conduct a falsification test, comparing individuals aged 18 to 25 in 1985 to individuals aged 26 to 30 . Neither group should be affected according to our theory, hence if we found a significant difference in the same direction when comparing these two groups this would suggest that our effects may be spurious. As can be seen in panel (c), no significant difference emerges when we conduct this placebo test, which increases our confidence in our identification strategy.

As a robustness test, we repeated the same exercise on the subsample of individuals whose father is (or was) a farmer. According to our theory, we should expect a greater impact on education for individuals whose father owned land at the time when they made
educational choices for their children. The results are reported in Appendix table 3.14 and table 3.15 . The estimated effects in table 3.14 are consistent with those in table 3.2, and higher in magnitude in panel a and b . We also find a positive statistical effect for females aged 0-11. As expected, in table 3.15 we do not find any significant effect for the sample of individuals whose father is/was not a farmer.

We expect that the 1985 Law should have affected parental educational decisions for children of primary or secondary school-age, but not for those older than 18 who had already completed secondary school in 1985. Moreover, the negative effect on education should be stronger the younger individuals were when the Law was introduced. The results of the estimation of regression (3.5) are shown in table 3.3. We run separate regressions for males (columns 1 and 2 ) and females (columns 3 and 4 ) using the full sample and the two birth year cutoffs: post68 and post74. We expect to find a negative and significant coefficient for the interaction term akan*post for males, but no effect (or a smaller effect) for females. The negative effect should be stronger for individuals born in 1974 and after because their decision of enrolling (not just completing, as for those born in 1968 or after) in secondary school was affected. Thus, $a k a n^{*}$ post74 should be bigger in absolute terms than akan* post68.

Table 3.3 confirms the descriptive evidence that individuals belonging to the Akan group have an initial education advantage. This advantage is about 1.6 additional years of schooling for males and approximately one year for females. In column 1 of table 3.3 the coefficient of $a k a n^{*}$ post68 is equal to -0.658 and is significant at the five percent level. This means that, compared to non-Akan males, ceteris paribus Akan males exposed to the reform (born in 1968 or after, thus aged 0-17 in 1985) experienced a 0.658 -year
reduction in the number of years of completed education. As expected, the coefficient of $a k a n^{*}$ post 74 is bigger and equal to -0.918 . Columns 3 and 4 of table 3.3 show the estimates for females. As expected, after the reform, there is no significant change in years of education for Akan females with respect to non-Akan females in the same cohorts. If anything, the change is positive (the coefficients on $a k a n^{*}$ post are 0.075 and 0.128 , none of them significant). Among the other regressors, we see that both mother and father's education are strong predictors of educational outcomes of their children.

In table 3.4 we estimate the effect of the Law on the sample of individuals whose father is/was a farmer. The negative effect on education for Akan males should be stronger for those with a father farmer, which is our proxy for land ownership of fathers at the time when individuals were in school, and no effect should be found for the subsample of individuals whose father is/was not a farmer. In column (1) and (3) we see that the coefficient of both the interaction terms akan*post68 and akan*post74 are bigger in magnitude when restricting the sample to those with father farmer: the corresponding reductions are 0.672 and 1.115 years of schooling, significant at the five and one percent level, respectively. Columns (2) and (4) in table 3.4 show that for the subsample of individuals whose father is/was not a farmer the coefficients of the interaction term are not significant, which is consistent with our theoretical prediction that the reform affected educational decisions only for fathers who owned land. Again, we do not find any significant effect for females.

We next turn to the results of the interaction term analysis. Figure 3.2 shows the results for males using the full sample, and the subsamples of males whose father is/was a farmer and not.

The graphs plot the coefficients of the interaction term (regression equation 3.6) with 95 percent confidence bands. Average years of schooling are displayed along the vertical axis and year of birth along the horizontal axis. According to our theory, we expect to observe a similar trend in education for the cohorts born before 1968 and a reduction of the difference in years of education between Akan and non-Akan males born in 1968 or 1974 onwards. Cohorts born in 1968 or after should have been increasingly affected by the Intestate Law as there was more and more scope for parents to adjust their schooling investment choices.

Starting from the top, the first panel of figure 3.2 shows that before 1968 Akan and non-Akan males share a parallel trend: this is an important piece of evidence to support our identification strategy. Furthermore, the gap in years of education between Akan and nonAkan males starts closing for cohorts born after 1968, it remains somewhat constant until birth year 1973, and then it significantly decreases for the cohorts born in 1974 and after. Consistently with our predictions, the middle and bottom panels of figure 3.2 show that Akan individuals whose father is/was a farmer experienced a sharp decrease in education, while there is no effect for those whose father was not a farmer (even though estimates are much less precise due to small sample size for this subsample). Figure 3.3 in the appendix shows the results for females. Contrary to what happens for males, the gap between Akan and non-Akan remains fairly constant between cohorts affected and not affected by the reform. This is consistent with the fact that the Intestate Law effectively relaxed the transmission of property from father to son, while girls kept inheriting their mothers' land which was either nonexistent or "unconstrained" to start with.

### 3.6.1 Alternative interpretations and robustness checks

We next run several robustness checks. Our first robustness check deals with the fact that, compared to non-Akan, Akan have a higher initial level of education. This generates a concern that our results may be driven by mean reversion. It is first worth noting that, as shown in figure 3.2 , there is no differential trend in education between Akan and non-Akan males in the pre-reform period. This supports the idea that there was no convergence in education for cohorts born before 1968 who were too old to be affected by the reform. Moreover, we have shown that there is no decrease in years of education for Akan females (rather, a slight increase) even though there is about one year of education gap between Akan and nonAkan females.

To further check whether our results might be affected by convergence, we conduct an additional test in which our control group is composed by the Ewe, a sub-group of the non-Akan characterized by a higher level of education. In our sample of individuals age 2050 , the Ewe constitute about $25 \%$ of all the non-Akan in the sample and are mainly concentrated in the Eastern and Volta regions of Ghana. Their average number of years of education is much higher than the rest of the non-Akan (Ewe males have on average 7.61 education years compared to 4.03 for the rest of the non-Akan) which is closer to the Akan level (8.61). Table 3.5 shows the results. We can first note that the initial education advantage of the Akan with respect to the Ewe is smaller than the gap between Akan and nonAkan, and ranges between 0.8-1 years of education, both for males and females. Compared to the Ewe, Akan males experience about a 1.1 and 0.8 years of education reduction when using the post68 and post74 cutoffs, respectively. These coefficients are statistically significant and not too different from the results in our benchmark
regression in table 3.3. This provides further evidence that our results are not driven by a convergence effect.

Second, we consider the fact that the Akan are concentrated in the Southern and Western regions of Ghana. Although all our regressions include region fixed effects and region-specific linear trends, in panel a of Table 3.6 we estimate our years of education regression excluding from the sample the individuals in the Northern regions. We find that for males the coefficients of the interaction term of our interest are very similar in magnitude to the results in table 3.3 ( -0.682 compared to -0.658 for the 1968 cutoff and -0.886 compared to -0.918 for the 1974 cutoff), and significant at 5 and 1 percent level. As before, we find no significant effect on the subsample of females. This evidence confirms that our results are not driven by omitted time-varying factors that are specific to the regions where the Akan are spatially concentrated.

Third, we check whether our results may be confounded by changes in returns to education for Akan compared to non-Akan males due to changes in agricultural production over the period considered. Akan and non-Akan are spatially concentrated in different regions where also different types of crops are grown (see summary statistics for the 9 major crops grown at the village level in table (3.19). In all our regressions, in addition to control for the major crops grown at the community level, in order to check whether our results are affected by changes related to the production of a specific crop, we include the interactions between major community crops and the post-reform dummy to account for this possibility. We also consider the fact that one characteristic of Akans is that they are highly represented among cocoa producers. In fact, cocoa is mainly grown in the Southern and Western parts of Ghana, the regions where Akans are concentrated. If returns to education in
cocoa farming changed over this period, or if Akans switched into or out of cocoa farming differentially from other groups (and this changed their returns to education), this may generate a pattern of results like the one we find. We thus use the dummy 'cocoa major crop' to distinguish between villages where cocoa is listed as being one of the major crops (cocoa major crop $=1$ ), and villages where cocoa is not grown (cocoa major crop $=0$ ). In panel b of table 3.6 we re-estimate our main regressions for years of education introducing a triple interaction term akan*post* cocoa major crop. If our results were entirely driven by changes in the returns to education associated with cocoa farming, we would expect a negative and significant coefficient on this triple interaction, and an insignificant coefficient on akan $^{*}$ post. We find that for the male sample (column 1 and 3) the coefficient on the interaction term of our interest is negative and significant (and close to our benchmark estimates). On the other hand the coefficient on akan* post* cocoa major crop, is insignificant. No significant effect is found for females (column 2 and 4). Overall, we interpret these findings as evidence that our results are not driven by changes in returns to education for cocoa farmers or by reallocation of Akans in or out of the cocoa sector correlated with the post-reform period.

A fourth check relates to changes in returns to education due to shocks to specific sectors in which Akan and non-Akan are differentially employed. Over the period 1987 and 1990 about 47500 civil servants were laid off as part of the Redeployment program (Alderman, Canagarajah, and Younger, 1993). Since Akans are relatively more employed in public sector jobs with respect to the non-Akan, the Redeployment program might have lowered investment in secondary education due to reduced access to the public sector jobs. This may constitute a shock specific to Akan in the post-reform
period. To check whether this affected our results, we constructed a variable 'any member in government' which is a dummy equal to one if at least one member of the household works for the government. The idea is to see whether the expectation of lower returns to education, proxied by the presence of a household member with a job in the public sector, is driving the reduction in investments in children's education. Since we have information on the type of employer only for resident members, we can do this check only for the regressions for attendance rates in which we use the sample of younger cohorts (aged 6 to 17) and we know the occupations and the employer for all resident members. Similarly to our robustness check for cocoa villages, in Appendix table 3.18, panel d, we re-estimate the attendance attendance regression introducing a triple interaction term akan* post* any member in government. In column (3) we see that the coefficient of akan $^{*}$ post is negative and statistically significant at 1 percent level (equivalent to a reduction in attendance of 12.4 percentage points for individuals living in households in which none of the members works for the government). The coefficient of the triple interaction akan* post* any member in government is instead equal to zero. For females, in column (4) we see that only the coefficient of akan $^{*}$ post is negative and significant while there is no additional effect for households with a government employee. These results support our idea that the reduction of investment in education has not been driven by households in which the father or any other member of the household had a job in the public sector.

Panel c of table 3.6 provides a further check that our results are not driven by factors related to changes in occupation in specific sectors among different ethnicities. We construct dummies for the type of mother's and father's occupation including: farmer,
sales, clerical job, and professional (eight dummies). We also interact these eight dummies with the post-reform dummy and include these terms in our benchmark regression. The results in panel c of table 3.6 show that the inclusion of these variables does not affect our estimates, confirming our results.

### 3.6.2 Placebo test: Akan in Côte d'Ivoire

We next check whether shocks specific to the Akan ethnicity might be driving our results. We exploit the fact that Akan are also present in the neighboring Côte d'Ivoire, but were not affected by the Intestate Law introduced in Ghana in $1985{ }^{26}$ They represent about the $34 \%$ of the population and are geographically concentrated in the Southern and Eastern regions, the regions closest to Ghana. As in the context of Ghana, all the ethnic groups other than the Akan are patrilineal.

We use the Côte d'Ivoire Demographic and Health Survey (DHS) for 1994 and 2005 and, as in the analysis conducted in the case of Ghana, we consider individuals age 20-50 in rural areas 27 Average number of years of education for Akan males is 4.71, and 3.07 for non-Akan males (for females is: Akan 1.93, and non-Akan 1.31). Therefore, Akan are more educated than non-Akan but to a lesser degree than in Ghana. The gap in education between the two ethnicities is greater in the three neighboring regions to Ghana (North-East, Center-East, and South), where Akan males have on average 5.54 years of education, compared to 2.72 for non-Akan males. We focus on the full rural sample and subsample of those

[^62]living in North-East, Center-East, and South regions.
We regress the number of years of education for Akan and not in the Ghana post-reform period (born after 1968 or 1974), similar to (3.5). ${ }^{28}$ The results are shown in table 3.7. When considering the sample with all regions, we see that Akan males actually have lower initial education than non-Akan males (columns 1 and 2), while if we restrict the sample to the three neighboring regions to Ghana in columns (3) and (4) we see that Akan males have about one-year of education initial advantage (similar to Ghana). In neither samples we can detect any effect on education for individuals born after 1968 or 1974, both for males and females. This evidence supports our setting in that the reduction in education found for Akan males in Ghana is not due to shocks specific to the Akan ethnicity, but are due to the 1985 reform of the inheritance system that affected only the Akan in Ghana.

### 3.7 Completion rates

Table 3.8 shows the probit estimates (the marginal effects) for the probability of completing at least primary or secondary school, by gender. The upper panel of table 3.8 shows that, when using the 1968 cutoff, the probability of completing at least primary is negative but not statistically different from zero (column 1). This is probably due to the timing of the reform: individuals born in 1968 or after were younger than 18 in 1985. In this age group, the older individuals had already completed primary school when the Intestate Law was introduced, so we expect a smaller effect on completion of primary in this group. Not surprisingly, Column (2)

[^63]shows that, compared to the non-Akan, Akan males born after 1974 are 9.7 percentage points less likely to complete at least primary school. Using the 1974 cutoff, we are considering individuals who were younger than 12 in 1985 and most likely to be affected for the completion of primary school.

The bottom panel of table 3.8 shows the results for the probability of completing at least secondary school. ${ }^{29}$ Column (1) and (2) show that the Akan males are 8.3 and 11.4 percentage points less likely to complete secondary school or higher level, respectively. As expected, individuals born in 1968 or after (most of whom were treated for the completion of secondary) are less likely to attain secondary school and the effect is stronger for individuals born after 1974 who were the most exposed to the reform. Finally, columns (3) and (4) show the results for females. Consistent with the results obtained for years of education, we do not find any significant effect on female's education.

Table 3.9 shows the results for completion for the subsample of individuals with a father farmer and not. By comparing columns (1) with (2) and (3) with (4) for the 1968 and 1974 cutoffs respectively, we see that only those with a father farmer experienced a reduction in the probability of completing at least primary or secondary school, while there is no effect on those whose father is not a farmer. This is consistent with our theoretical prediction. The rightmost part of table 3.9 (columns 5 to 8 ) shows the results for females: again, we cannot detect any significant change.

As a further check, we also estimate an ordered logit model where the dependent variable is the highest level of education com-

[^64]pleted, which has four categories: no education, incomplete primary, completed primary, and secondary or higher. The estimates are reported in the appendix table 3.16 and confirm our probit results in table 3.8. Appendix figures 3.4 to 3.7 show the graphs of the cohort analysis for the probability of completing primary or higher level for males and females, respectively (estimated with OLS and probit). The results are similar to those found for the cohort analysis done for the number of years of education. Finally, we conduct all the robustness checks done for the regressions for years of education also for the completion regressions. Results are shown in appendix table 3.17 and confirm our main results.

### 3.8 Attendance and sibling composition

We now analyze the effects of changes in matrilineal inheritance rules on current attendance rates for individuals of primary and secondary school-age. In the previous sections, we used the sample of individuals who had completed their education (aged 20 to 50) and studied the effects on their accumulated human capital. Here we want to understand how the reform affected parental choices regarding their children's current enrollment in school. To do this, we use the sample of all individuals 6 to 17 -year-old in each survey round. Then we compare attendance rates of individual observed in wave 1 and 2 , our control group, to those surveyed in wave 3,4 , and 5 , our treatment group. We expect to find a reduction in attendance rates for Akan males surveyed in the last three rounds of GLSS (those most affected by the reform), compared to non-Akan males. Moreover, the effect should be stronger for individuals in landed households. We also expect that secondary school age individuals (eg., aged 12 to 17) should be the most negatively affected, since
the vast majority of Akan males complete at least primary school.
Table 3.10 shows the results for attendance rates of individuals aged 6 to 17 , by gender. In column (1) we see that the coefficient of our variable of interest, akan*post, is negative and highly significant at the 1 percent level. The estimated coefficient is equal to -0.119 , which means that the probability of being in school for those between 6 and 17 decreased for Akan males in the post-reform period by 11.9 percentage points. To see whether this reduction was stronger for Akan males of primary or secondary school-age (age 611 or $12-17$, respectively), in column (2) we estimate a regression with a triple interaction term between akan $*$ post $*$ agegroup 1217 . The results suggest that, while there is weak evidence of lower attendance of primary school age, the reduction in attendance occurred mostly for Akan males aged 12-17. Column (3) shows that there was a significant reduction in attendance also for Akan females, which is weaker than that for males, but significant at the 5 percent level. Results in column (4) are similar to those obtained for males.

Panel a of table 3.11 shows the results for the subsample of landed households and not. We focus on the subsample of individuals aged 12-17, where the effect on attendance for Akan males is stronger. First of all, it should be noted that Akan males have a strong initial advantage in attendance rates compared to non-Akan males that is limited to landed households (by looking at the coefficient of akan in column (1) and column (3) for landed households and not, respectively). Moreover, again as expected, the reform had an effect on the probability of being in school only for individuals in households with land. This reduction is equal to 15.4 percentage points. This evidence strongly supports our theoretical setting. In order to see if this reduction was gradual and understand when it
occurred, we break down the variable akan*post into the interactions between akan and dummies for the three most recent survey waves (wave 1 and 2 are taken as the omitted category).

Column (2) shows that the reduction was gradual, starting from wave 3 and becoming stronger and significant later waves. The negative effect of the reform on attendance rates for Akan males is very large for those in households with land. Column (4) shows that there is no effect whatsoever for landless households. Finally, column (5) to (8) report the estimates for females. Column (5) shows that there is a strong negative effect on attendance of females as well, even though the breakdown in column (6) suggests that this evidence is weak. Column (5) and (6) show that there is no effect for females in landless households. In panel b of table 3.11, we report the estimates for the subsample of individuals whose father is a farmer and not. The results are similar to those obtained in panel a. This strongly support the validity of our proxy for land ownership used for the analysis of the number of years of education and completion.

The next exercise is to look at whether there are heterogeneous effects of the reform on attendance rates depending on the number of siblings within the household ${ }^{30}{ }^{31}$ If bequests are to be divided among all children, the higher the number of children, the smaller the fraction going to each of them. We expect that, after the reform, disinvestment in education should be lower for boys who have more siblings. Table 3.12 shows the results. In column (1) we see that the reduction in attendance is equal to 34.6 percentage points for Akan

[^65]males with no siblings. The coefficient on the triple interaction term (akan* ${ }^{*}$ ost* $\#$ siblings) is positive and significant at 1 percent level: it suggests that the negative effect on attendance is attenuated by 5.7 percentage points for each additional sibling.

In columns (2) and (3) of table 3.12 we explore whether this "attenuation effect" on attendance rates varies according to the age and gender composition of siblings. We expect that the attenuation effect is mainly driven by those who have older siblings. In fact, in relation to the order of inheritance according to traditional matrilineal rules we know that 'if more than one person qualifies to inherit the property of the deceased, age and achievement become other important criteria' (Awusabo-Asare, 1990, p. 7). Moreover, since land is typically controlled (and consequently, inherited) by males, we expect that the number of older male siblings should have a positive mitigating effect (in the post-reform period) on attendance for Akan boys. Column (2) of Table 3.12 shows that the coefficient on the $a k a n^{*}$ post*(\#oldersiblings) is positive and significant. This is consistent with our expected result. We also find evidence that it is the number of older brothers that is important in mitigating the fall in attendance for Akan boys (column (3)), again confirming our prediction. Finally, no similar effects are found on female's attendance (columns 5 to 6 ). Although we cannot make any causal claim, this evidence is consistent with the fact that their paternal land should be shared among more heirs, leading to lower land per child, hence lower disinvestment in education.

Finally, we conduct all the robustness checks also for the attendance regressions. Results are shown in in appendix table 3.18 and support our main findings.

### 3.9 Occupational choice

We next analyze whether the reform also affected occupational choice. With the introduction of the 1985 Intestate Law, fathers acquired the possibility of passing land on to their children. In the previous sections, we have shown substantial evidence that this reform led to a reduction of investment in education. This is consistent with the fact that, for fathers, the newly acquired opportunity for their children of working their land as farmers (an activity in which the return to education are lower than in other sectors) outweighed the reduced opportunities of working in sectors requiring a higher level of education.

We analyze whether the probability of being a farmer differs between Akan and non-Akan males in the post-reform period. Using the sample of individuals age 20-50, we run a regression similar to the specification (3.5) used in the regressions for years of education and completion. The post-reform dummy is defined as equal to one in the last three rounds of the GLSS (similar to the analysis for attendance). We expect that, compared to non-Akan, Akan males in the most recent survey rounds have switched more into the agriculture sector because of the possibility of inheriting their father's land. Table 3.13 shows the results. As expected, Akan males are 6.9 more likely to be farmers in the post-reform period compared to the non-Akan. Consistent with our education results, there is no significant change for females.

### 3.10 Concluding remarks

This paper has provided some evidence that descent rules have important implications for human capital investment. We exploit the
introduction of the 1985 Intestate Succession Law that radically changed traditional inheritance practices among matrilineal groups in Ghana. The Law allowed fathers to transfer a substantial fraction of their property to their own children, reducing the share going to the matrikin. We interpret this evidence as consistent with the idea that the reform allowed parents to choose an allocation where the mix of human and physical capital was closer to the one they would have chosen in the absence of customary bequest constraints. Our results speak to a growing literature on the economic effects of traditional norms in developing countries and have relevant policy implications. In particular, our paper suggests that the individualization of land rights may have far reaching implications that go beyond agricultural investment and productivity, and affect human capital accumulation in the long run.

## Figures

Figure 3.2: Cohort-specific effects. Coefficients of the interaction term Akan*birth year dummies, males aged $20-50$ in all waves, full sample and subsamples of those with and without a father farmer.
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## Table 3.1: Summary statistics

Panel A. Sample of individuals aged 20 to 50

|  | Full sample |  | Males |  |  |  | Females |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Akan |  | non-Akan |  | Akan |  | non-Akan |  |
|  | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. |
| akan | 0.42 | (0.49) | - | - | - | - | - | - | - | - |
| education years | 4.82 | (4.98) | 8.61 | (4.16) | 4.93 | (5.22) | 5.02 | (4.51) | 2.36 | (4.00) |
| primary or higher | 0.47 | (0.50) | 0.83 | (0.38) | 0.47 | (0.50) | 0.52 | (0.50) | 0.23 | (0.42) |
| middle/jun sec. or higher | 0.34 | (0.47) | 0.67 | (0.47) | 0.35 | (0.48) | 0.32 | (0.47) | 0.14 | (0.35) |
| sec ./senior sec. or higher | 0.05 | (0.22) | 0.11 | (0.31) | 0.08 | (0.27) | 0.03 | (0.16) | 0.02 | (0.14) |
| father farmer | 0.79 | (0.41) | 0.72 | (0.45) | 0.84 | (0.37) | 0.72 | (0.45) | 0.85 | (0.36) |
| land (at the hh level) | 0.58 | (0.49) | 0.60 | (0.49) | 0.55 | (0.5)0 | 0.61 | (0.49) | 0.57 | (0.49) |

Panel B.1. Sample of individuals aged 6 to 11

|  | Full sample |  | Males |  |  |  | Females |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Akan |  | non-Akan |  | Akan |  | non-Akan |  |
|  | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. |
| akan | 0.41 | (0.49) | - | - | - | - | - | - | - | - |
| currently in school | 0.73 | (0.44) | 0.88 | (0.33) | 0.65 | (0.48) | 0.86 | (0.35) | 0.61 | (0.49) |
| education years | 0.78 | (1.34) | 0.95 | (1.39) | 0.63 | (1.16) | 0.95 | (1.44) | 0.58 | (1.15) |
| land (at hh level) | 0.59 | (0.49) | 0.63 | (0.48) | 0.57 | (0.50) | 0.64 | (0.48) | 0.56 | (0.49) |

Panel B.2. Sample of individuals aged 12 to 17

|  | Full sample |  | Males |  |  |  | Females |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Akan |  | non-Akan |  | Akan |  | non-Akan |  |
|  | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. | mean | s.dev. |
| akan | 0.44 | (0.50) | - | - | - | - | - | - | - | - |
| currently in school | 0.68 | (0.47) | 0.83 | (0.38) | 0.62 | (0.49) | 0.75 | (0.43) | 0.56 | (0.50) |
| education years | 3.91 | (3.23) | 5.02 | (3.00) | 3.24 | (3.20) | 4.84 | (3.06) | 2.94 | (3.12) |
| land (at hh level) | 0.63 | (0.48) | 0.69 | (0.46) | 0.61 | (0.49) | 0.67 | (0.47) | 0.57 | (0.50) |

Rural sample. Pooled GLSS1-5. Using survey weights.

[^66]Table 3.2: Simple difference-in-difference estimates of the effect of the Intestate Law on years of education, by gender. Dependent variable is number of years of education. Full sample of individuals aged $0-30$ in 1985 ( $\mathrm{N}=17848$ )

|  | Males |  | Females |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Akan | non-Akan | diff | Akan | non-Akan | diff |


| Panel a. Pre-school and primary school age versus control |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 to 11 years in 1985 | 8.57 | 5.74 | 2.82 | 6.39 | 3.3 |


| 0 to 11 years in 1985 | 8.57 | 5.74 | 2.82 | 6.39 | 3.33 | 3.06 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| se | $(0.146)$ | $(0.146)$ | $(0.260)$ | $(0.167)$ | $(0.130)$ | $(0.266)$ |
| 18 to 25 years in 1985 | 8.86 | 5.11 | 3.74 | 5.17 | 2.38 | 2.80 |
| se | $(0.157)$ | $(0.225)$ | $(0.271)$ | $(0.155)$ | $(0.148)$ | $(0.216)$ |
| difference | -0.29 | 0.63 | -0.92 | 1.21 | 0.95 | 0.26 |
| se | $(0.216)$ | $(0.259)$ | $(0.314)$ | $(0.20)$ | $(0.228)$ | $(0.303)$ |


| Panel b. Secondary school age versus control |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 to 17 years in 1985 | 8.82 | 5.16 | 3.66 | 5.89 | 2.74 | 3.15 |
| se | $(0.191)$ | $(0.198)$ | $(0.313)$ | $(0.220)$ | $(0.139)$ | $(0.287)$ |
| 18 to 25 years in 1985 | 8.86 | 5.11 | 3.74 | 5.17 | 2.38 | 2.80 |
| se | $(0.157)$ | $(0.225)$ | $(0.271)$ | $(0.155)$ | $(0.148)$ | $(0.216)$ |
| difference | -0.04 | 0.04 | -0.08 | 0.71 | 0.36 | 0.35 |
| se | $(0.220)$ | $(0.278)$ | $(0.356)$ | $(0.242)$ | $(0.197)$ | $(0.303)$ |


| Panel c. Placebo |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 to 25 years in 1985 | 8.86 | 5.11 | 3.74 | 5.17 | 2.38 | 2.80 |
| se | $(0.157)$ | $(0.225)$ | $(0.271)$ | $(0.155)$ | $(0.148)$ | $(0.216)$ |
| 26 to 30 years in 1985 | 8.79 | 5.14 | 3.64 | 4.89 | 1.92 | 2.97 |
| se | $(0.244)$ | $(0.263)$ | $(0.329)$ | $(0.190)$ | $(0.151)$ | $(0.241)$ |
| difference | 0.07 | -0.03 | 0.10 | 0.29 | 0.46 | -0.17 |
| se | $(0.265)$ | $(0.276)$ | $(0.391)$ | $(0.209)$ | $(0.157)$ | $(0.267)$ |

OLS estimates. Pooled GLSS1-5. Robust standard errors are adjusted for clustering at the village level. Sample of all individuals aged 0-30 in 1985 (from the sample of all individuals aged 20-50 in each survey round). Using survey weights.

Table 3.3: Effect of the Intestate Law on years of education, by gender. Dependent variable is number of years of education.

|  | Males |  | Females |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| akan*post68 | $-0.658^{* *}$ |  | 0.075 |  |
|  | $(0.290)$ |  | $(0.250)$ |  |
| akan*post74 |  | $-0.918^{* * *}$ |  | 0.128 |
|  |  | $(0.320)$ |  | $(0.295)$ |
| akan | $1.665^{* * *}$ | $1.606^{* * *}$ | $0.961^{* * *}$ | $0.964^{* * *}$ |
|  | $(0.194)$ | $(0.183)$ | $(0.168)$ | $(0.157)$ |
| durables | $0.908^{* * *}$ | $0.936^{* * *}$ | $0.734^{* * *}$ | $0.745^{* * *}$ |
|  | $(0.085)$ | $(0.081)$ | $(0.073)$ | $(0.066)$ |
| hh size | $-0.055^{* *}$ | $-0.078^{* * *}$ | $-0.039^{* * *}$ | $-0.050^{* * *}$ |
|  | $(0.022)$ | $(0.020)$ | $(0.014)$ | $(0.014)$ |
| female head | 0.192 | 0.209 | $1.120^{* * *}$ | $0.987^{* * *}$ |
|  | $(0.353)$ | $(0.313)$ | $(0.163)$ | $(0.138)$ |
| mother eduyrs | $0.103^{* *}$ | $0.109^{* * *}$ | $0.221^{* * *}$ | $0.189^{* * *}$ |
|  | $(0.045)$ | $(0.033)$ | $(0.030)$ | $(0.024)$ |
| father eduyrs | $0.176^{* * *}$ | $0.165^{* * *}$ | $0.197^{* * *}$ | $0.184^{* * *}$ |
|  | $(0.024)$ | $(0.020)$ | $(0.020)$ | $(0.015)$ |
| age head | $0.023^{* * *}$ | $0.019^{* * *}$ | $-0.010^{* *}$ | $-0.008^{*}$ |
|  | $(0.008)$ | $(0.006)$ | $(0.004)$ | $(0.004)$ |
| age | -0.033 | -0.029 | -0.070 | $-0.084^{*}$ |
|  | $(0.067)$ | $(0.067)$ | $(0.049)$ | $(0.049)$ |
| age sq | -0.001 | -0.001 | -0.000 | -0.000 |
|  | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ |
| Observations | 8337 | 8337 | 10285 | 10285 |
| R-squared | 0.390 | 0.393 | 0.369 | 0.372 |

OLS estimates. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals $20-50$. ${ }^{* * *}$, **, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, interactions between the individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head) and community crops with post68 (or post74).
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Table 3.5: Effect of the Intestate Law on years of education, by gender. Subsample of Akan and Ewe (non-Akan). Dependent variable is number of years of education.

|  | Males |  | Females |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| akan*post68 | $-1.092^{* * *}$ |  | -0.360 |  |
|  | $(0.397)$ |  | $(0.370)$ |  |
| akan*post74 |  | $-0.771^{*}$ |  | -0.356 |
|  |  | $(0.399)$ |  | $(0.432)$ |
| akan | $1.008^{* * *}$ | $0.791^{* * *}$ | $1.019^{* * *}$ | $0.959^{* * *}$ |
|  | $(0.258)$ | $(0.236)$ | $(0.257)$ | $(0.232)$ |
| Observations | 4410 | 4410 | 5433 | 5433 |
| R-squared | 0.201 | 0.199 | 0.273 | 0.274 |

OLS estimates. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. ${ }^{* * *}$, **, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post68 (or post74).

Table 3.6: Robustness checks. Years of education regressions.

|  | Males |  | Females |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
|  |  |  |  |  |
| Panel a. Excluding Northern regions |  |  |  |  |
| akan*post68 | $-0.682^{* *}$ |  | 0.105 |  |
|  | $(0.288)$ |  | $(0.257)$ |  |
| akan*post74 |  | $-0.886^{* * *}$ |  | 0.202 |
|  |  | $(0.317)$ |  | $(0.298)$ |
| akan | $1.716^{* * *}$ | $1.656^{* * *}$ | $0.943^{* * *}$ | $0.942^{* * *}$ |
|  | $(0.195)$ | $(0.184)$ | $(0.173)$ | $(0.159)$ |
| Observations | 5914 | 5914 | 7151 | 7151 |
| R-squared | 0.238 | 0.240 | 0.282 | 0.284 |

Panel b. Subsample of cocoa-growing villages

| akan*post68 | $-0.798^{* *}$ |  | 0.261 |  |
| :--- | :---: | :---: | :---: | :---: |
| akan*post74 | -0.399 |  | -0.347 |  |
|  |  | $-0.774^{*}$ |  | 0.342 |
| akan*cocoa major crop*post68 | 0.274 | -0.412 |  | -0.429 |
|  | -0.529 |  | -0.402 |  |
| akan*cocoa major crop*post74 |  | -0.294 |  | -0.398 |
|  |  | -0.572 |  | -0.517 |
| cocoa major crop*post68 | -0.194 |  | -0.069 |  |
|  | -0.486 |  | -0.385 |  |
| cocoa major crop*post74 |  | 0.373 |  | 0.065 |
|  |  | -0.488 |  | -0.458 |
| akan*cocoa major crop | $-0.896^{* *}$ | $-0.728^{* *}$ | -0.352 | -0.432 |
|  | -0.354 | -0.332 | -0.318 | -0.296 |
| cocoa major crop | 0.295 | 0.141 | 0.29 | 0.269 |
|  | -0.324 | -0.299 | -0.29 | -0.265 |
| akan | $2.149^{* * *}$ | $2.005^{* * *}$ | $1.159^{* * *}$ | $1.198^{* * *}$ |
|  | -0.269 | -0.259 | -0.237 | -0.212 |
| Observations | 8337 | 8337 | 10285 | 10285 |
| R-squared | 0.391 | 0.394 | 0.37 | 0.373 |

Panel c. Including parental occupations

| Panel c. Including parental occupations |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| akan*post68 | $-0.680^{* *}$ |  | 0.109 |  |
|  | $(0.288)$ |  | $(0.254)$ |  |
| akan*post74 |  | $-0.926^{* * *}$ |  | 0.209 |
|  |  | $(0.313)$ |  | $(0.296)$ |
| akan | $1.749^{* * *}$ | $1.676^{* * *}$ | $0.983^{* * *}$ | $0.990^{* * *}$ |
|  | $(0.198)$ | $(0.186)$ | $(0.169)$ | $(0.158)$ |
| Observations | 7893 | 7893 | 10061 | 10061 |
| R-squared | 0.392 | 0.394 | 0.376 | 0.379 |

OLS estimates. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post68 (or post74).

Table 3.7: Placebo regression, Côte d'Ivoire

|  | Males |  |  | Females |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All regions |  | Eastern regions |  | All regions |  | Eastern regions |  |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ | $(8)$ |
| akpost68 | 0.142 |  | 0.232 |  | -0.112 |  | 0.153 |  |
|  | $(0.339)$ |  | $(0.557)$ |  | $(0.226)$ |  | $(0.314)$ |  |
| akpost74 |  | 0.232 |  | -0.155 |  | -0.368 |  | -0.205 |
|  |  | $(0.407)$ |  | $(0.616)$ |  | $(0.308)$ |  | $(0.337)$ |
| akan | $-0.623^{*}$ | $-0.591^{*}$ | 0.273 | 0.437 | -0.293 | -0.243 | 0.025 | 0.174 |
|  | $(0.330)$ | $(0.306)$ | $(0.354)$ | $(0.302)$ | $(0.180)$ | $(0.188)$ | $(0.187)$ | $(0.182)$ |
| Observations | 3530 | 3530 | 1443 | 1443 | 4246 | 4246 | 1923 | 1923 |
| R-squared | 0.255 | 0.247 | 0.301 | 0.292 | 0.199 | 0.197 | 0.213 | 0.208 |

OLS estimates. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. All regressions include birth year and region fixed effects, a survey round dummy, regional trends, age of the individual (and square), other individual controls (female headed hh, age of the head, household size, a durables index, and religion (merged from woman or man dataset)), and interactions between the other individual controls and the post68 (or post74) dummy.

Table 3.8: Effect of the Intestate Law on the probability of completing at least primary or secondary schooling. Full sample.

|  | Males |  | Females |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| dep. var: | completion of primary or higher level |  |  |  |
| akan*post68 | -0.045 |  | 0.010 |  |
|  | $(0.040)$ |  | $(0.030)$ |  |
| akan*post74 |  | $-0.097^{*}$ |  | 0.042 |
|  |  | $(0.051)$ |  | $(0.036)$ |
| akan | $0.213^{* * *}$ | $0.214^{* * *}$ | $0.113^{* * *}$ | $0.110^{* * *}$ |
|  | $(0.023)$ | $(0.022)$ | $(0.021)$ | $(0.019)$ |
| Observations | 8323 | 8323 | 10283 | 10283 |
| Pseudo R2 | 0.324 | 0.326 | 0.296 | 0.296 |


| dep. var: | completion of secondary or higher level |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| akan*post68 | $-0.083^{* *}$ |  | -0.017 |  |
|  | $(0.039)$ |  | $(0.019)$ |  |
| akan*post74 |  | $-0.114^{* * *}$ |  | $(0.011$ |
|  |  | $(0.043)$ |  | $0.057^{* * *}$ |
| akan | $0.176^{* * *}$ | $0.168^{* * *}$ | $0.066^{* * *}$ | $0.013)$ |
| Observations | 8323 | 8323 | 10192 | 10192 |
| Pseudo R2 | 0.242 | 0.244 | 0.248 | 0.250 |

Probit estimates, marginal effecte reported. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals $20-50 .^{* * *},{ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post68 (or post74).
Table 3.9: Effect of the Intestate Law on the probability of completing at least primary or secondary schooling. Subsamples of individuals with a father farmer and not, by gender.

|  | Males |  |  |  | Females |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | father farmer | father not farmer | father farmer | father not farmer | father farmer | father not farmer | father farmer | father not farmer |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| dep. var: completion of primary or higher level |  |  |  |  |  |  |  |  |
| akan*post68 | $\begin{aligned} & \hline-0.047 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & \hline-0.004 \\ & (0.051) \end{aligned}$ |  |  | $\begin{gathered} \hline 0.002 \\ (0.029) \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.087) \end{gathered}$ |  |  |
| akan*post74 |  |  | $\begin{gathered} -0.115^{* *} \\ (0.054) \end{gathered}$ | $\begin{aligned} & -0.014 \\ & (0.061) \end{aligned}$ |  |  | $\begin{gathered} 0.035 \\ (0.038) \end{gathered}$ | $\begin{gathered} 0.032 \\ (0.089) \end{gathered}$ |
| akan | $\begin{gathered} 0.229^{* * *} \\ (0.026) \\ \hline \end{gathered}$ | $\begin{gathered} 0.089^{* * *} * \\ (0.034) \\ \hline \end{gathered}$ | $\begin{gathered} 0.235^{* * *} \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} 0.087^{* * *} \\ (0.030) \\ \hline \end{gathered}$ | $\begin{gathered} 0.114^{* * *} \\ (0.021) \\ \hline \end{gathered}$ | $\begin{gathered} 0.047 \\ (0.050) \\ \hline \end{gathered}$ | $\begin{gathered} 0.109^{* * *} \\ (0.019) \\ \hline \end{gathered}$ | $\begin{gathered} 0.050 \\ (0.039) \\ \hline \end{gathered}$ |
| Observations | 6690 | 1455 | 6690 | 1455 | 8411 | 1714 | 8411 | 1714 |
| Pseudo R2 | 0.326 | 0.275 | 0.328 | 0.274 | 0.288 | 0.232 | 0.288 | 0.235 |
| dep. var: completion of secondary or higher level |  |  |  |  |  |  |  |  |
| akan* ${ }^{\text {post68 }}$ | $\begin{aligned} & -0.075^{*} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & -0.040 \\ & (0.081) \end{aligned}$ |  |  | $\begin{aligned} & -0.006 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & -0.098 \\ & (0.080) \end{aligned}$ |  |  |
| akan*post74 |  |  | $\begin{gathered} -0.104^{* *} \\ (0.044) \end{gathered}$ | $\begin{gathered} -0.066 \\ (0.096) \end{gathered}$ |  |  | $\begin{gathered} 0.016 \\ (0.024) \end{gathered}$ | $\begin{gathered} -0.040 \\ (0.084) \end{gathered}$ |
| akan | $\begin{gathered} 0.183^{* * *} \\ (0.027) \\ \hline \end{gathered}$ | $\begin{gathered} 0.064 \\ (0.048) \\ \hline \end{gathered}$ | $\begin{gathered} 0.178 * * * \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} 0.056 \\ (0.043) \\ \hline \end{gathered}$ | $\begin{gathered} 0.051^{* * *} \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} 0.137^{* * *} \\ (0.051) \\ \hline \end{gathered}$ | $\begin{gathered} 0.044^{* * *} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.105^{* *} \\ & (0.044) \\ & \hline \end{aligned}$ |
| Observations | 6690 | 1443 | 6690 | 1443 | 8330 | 1709 | 8330 | 1709 |
| Pseudo R2 | 0.244 | 0.206 | 0.245 | 0.208 | 0.232 | 0.223 | 0.231 | 0.217 |

Probit estimates, marginal effects reported. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post68 (or post74).

Table 3.10: Effect of the Intestate Succession Law on attendance rates, full sample, by gender. Dependent variable is a dummy equal to one if the individual is currently enrolled in school.

|  | Male |  | Female |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| akan*post | $-0.119^{* * *}$ | -0.062 | $-0.110^{* *}$ | -0.065 |
|  | $(0.046)$ | $(0.050)$ | $(0.050)$ | $(0.058)$ |
| akan*post*age1217 |  | $-0.107^{*}$ |  | -0.097 |
|  |  | $(0.062)$ |  | $(0.074)$ |
| akan*age1217 |  | 0.051 |  | 0.038 |
|  |  | $(0.043)$ |  | $(0.057)$ |
| post*age1217 |  | -0.025 |  | $0.073^{*}$ |
|  |  | $(0.034)$ |  | $(0.043)$ |
| age1217 |  | 0.031 |  | -0.049 |
|  |  | $(0.034)$ |  | $(0.046)$ |
| akan | $0.111^{* * *}$ | $0.083^{* *}$ | $0.150 * * *$ | $0.134^{* * *}$ |
|  | $(0.036)$ | $(0.040)$ | $(0.041)$ | $(0.047)$ |
| Observations | 8001 | 8001 | 6762 | 6762 |
| Pseudo R2 | 0.244 | 0.245 | 0.264 | 0.265 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. Sample of individuals 6-17. ${ }^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes region, and survey round fixed effects, regional trends, community major crops, log of distances to primary, junior and senior secondary, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post.

Table 3.11: Effect of the Intestate Succession Law on attendance rates, secondary school age children, by gender. Dependent variable is a dummy equal to one if the individual is currently enrolled in school. 12-17. Subsamples.

Panel a. Subsample of households with and w/o land

|  | Males |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| w/ land |  | w/o land |  | w/ land |  |  | w/o land |  |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ | $(8)$ |
| akan*post | $-0.154^{*}$ |  | 0.147 |  | $-0.194^{*}$ |  | 0.027 |  |
|  | $(0.088)$ |  | $(0.118)$ |  | $(0.106)$ |  | $(0.252)$ |  |
| akan*wave2 |  | -0.063 |  | -0.508 |  | 0.104 |  | -0.015 |
|  |  | $(0.105)$ |  | $(0.400)$ |  | $(0.103)$ | $(0.301)$ |  |
| akan*wave3 |  | -0.049 |  | 0.001 |  | -0.104 | 0.083 |  |
|  |  | $(0.109)$ |  | $(0.219)$ |  | $(0.129)$ | $(0.244)$ |  |
| akan*wave4 |  | $-0.288^{* *}$ |  | -0.033 |  | -0.203 |  | 0.046 |
|  |  | $(0.131)$ |  | $(0.241)$ |  | $(0.146)$ | $(0.269)$ |  |
| akan*wave5 |  | $-0.357^{* * *}$ |  | -0.068 |  | -0.217 |  | -0.129 |
|  |  | $(0.133)$ |  | $(0.257)$ |  | $(0.152)$ |  | $(0.330)$ |
| akan | $0.213^{* * *}$ | $0.264^{* * *}$ | -0.213 | 0.000 | $0.166^{*}$ | 0.140 | 0.037 | 0.063 |
|  | $(0.069)$ | $(0.078)$ | $(0.168)$ | $(0.212)$ | $(0.089)$ | $(0.100)$ | $(0.246)$ | $(0.270)$ |
| Observations | 2295 | 2295 | 1140 | 1140 | 1751 | 1751 | 984 | 984 |
| Pseudo R2 | 0.277 | 0.280 | 0.221 | 0.223 | 0.304 | 0.305 | 0.278 | 0.282 |

Panel b. Subsample of individuals with father farmer and not

|  | father farmer |  | father not farmer |  | father farmer |  | father not farmer |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ | $(8)$ |
| akan*post | $-0.143^{*}$ |  | 0.035 |  | -0.132 |  | 0.109 |  |
|  | $(0.083)$ |  | $(0.090)$ |  | $(0.104)$ |  | $(0.120)$ |  |
| akan*wave2 |  | -0.062 |  | 0.052 |  | -0.000 | $0.165^{* * *}$ |  |
|  |  | $(0.109)$ |  | $(0.079)$ |  | $(0.121)$ | $(0.035)$ |  |
| akan*wave3 |  | -0.064 |  | 0.065 |  | -0.102 | $0.194^{* * *}$ |  |
|  |  | $(0.102)$ |  | $(0.078)$ |  | $(0.123)$ | $(0.043)$ |  |
| akan*wave4 |  | $-0.295^{* *}$ |  | 0.033 |  | -0.111 | $0.160^{*}$ |  |
|  |  | $(0.118)$ |  | $(0.107)$ |  | $(0.129)$ | $(0.096)$ |  |
| akan*wave5 |  | $-0.245^{* *}$ |  | 0.079 |  | $-0.263^{*}$ | $0.174^{* *}$ |  |
|  |  | $(0.124)$ |  | $(0.083)$ |  | $(0.135)$ |  | $(0.071)$ |
| akan | $0.207^{* * *}$ | $0.239^{* * *}$ | -0.058 | -0.088 | 0.144 | $0.168^{*}$ | 0.017 | -0.143 |
|  | $(0.062)$ | $(0.071)$ | $(0.080)$ | $(0.099)$ | $(0.088)$ | $(0.096)$ | $(0.114)$ | $(0.140)$ |
| Observations | 2630 | 2630 | 767 | 767 | 2019 | 2019 | 675 | 675 |
| Pseudo R2 | 0.251 | 0.253 | 0.261 | 0.262 | 0.280 | 0.281 | 0.300 | 0.306 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. Sample of individuals $12-17 .{ }^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes region, and survey round fixed effects, regional trends, community major crops, log of distances to primary, junior and senior secondary, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post.

Table 3.12: Effect of the Intestate Succession Law on attendance rates and number of siblings, secondary school age children, by gender. Dependent variable is a dummy equal to one if the individual is currently enrolled in school.

|  | Males |  |  | Females |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| akan*post | $\begin{gathered} -0.346^{* * *} \\ (0.096) \end{gathered}$ | $\begin{gathered} -0.355^{* * *} \\ (0.095) \end{gathered}$ | $\begin{gathered} -0.343^{* * *} \\ (0.094) \end{gathered}$ | $\begin{gathered} 0.112 \\ (0.115) \end{gathered}$ | $\begin{gathered} 0.122 \\ (0.115) \end{gathered}$ | $\begin{gathered} \hline 0.122 \\ (0.115) \end{gathered}$ |
| akan*post* \# siblings | $\begin{gathered} 0.057^{* * *} \\ (0.018) \end{gathered}$ |  |  | $\begin{gathered} -0.039^{*} \\ (0.023) \end{gathered}$ |  |  |
| post*\# siblings | $\begin{gathered} -0.014 \\ (0.023) \end{gathered}$ |  |  | $\begin{gathered} 0.053^{* *} \\ (0.025) \end{gathered}$ |  |  |
| akan*\# siblings | $\begin{gathered} -0.038^{* *} \\ (0.015) \end{gathered}$ |  |  | $\begin{gathered} 0.052^{* * *} \\ (0.020) \end{gathered}$ |  |  |
| \# siblings | $\begin{gathered} -0.004 \\ (0.020) \end{gathered}$ |  |  | $\begin{gathered} -0.046^{* *} \\ (0.023) \end{gathered}$ |  |  |
| akan*post* \# younger siblings |  | $\begin{gathered} 0.027 \\ (0.020) \end{gathered}$ |  |  | $\begin{gathered} -0.038 \\ (0.028) \end{gathered}$ |  |
| akan*post* \# older siblings |  | $\begin{gathered} 0.136^{* * *} \\ (0.034) \end{gathered}$ |  |  | $\begin{aligned} & -0.053 \\ & (0.042) \end{aligned}$ |  |
| post*\# younger siblings |  | $\begin{gathered} -0.009 \\ (0.024) \end{gathered}$ |  |  | $\begin{gathered} 0.067^{* *} \\ (0.028) \end{gathered}$ |  |
| post*\# older siblings |  | $\begin{gathered} -0.011 \\ (0.028) \end{gathered}$ |  |  | $\begin{gathered} 0.025 \\ (0.033) \end{gathered}$ |  |
| akan*\# younger siblings |  | $\begin{gathered} -0.022 \\ (0.017) \end{gathered}$ |  |  | $\begin{gathered} 0.055^{* *} \\ (0.025) \end{gathered}$ |  |
| akan*\# older siblings |  | $\begin{gathered} -0.070^{* *} \\ (0.028) \end{gathered}$ |  |  | $\begin{gathered} 0.057 \\ (0.037) \end{gathered}$ |  |
| \# younger siblings |  | $\begin{gathered} -0.010 \\ (0.021) \end{gathered}$ |  |  | $\begin{gathered} -0.063^{* *} \\ (0.026) \end{gathered}$ |  |
| \# older siblings |  | $\begin{gathered} 0.000 \\ (0.025) \end{gathered}$ |  |  | $\begin{gathered} -0.011 \\ (0.030) \end{gathered}$ |  |
| akan*post* y younger sisters |  |  | $\begin{gathered} 0.049 \\ (0.036) \end{gathered}$ |  |  | $\begin{gathered} -0.058 \\ (0.048) \end{gathered}$ |
| akan*post*\# younger brothers |  |  | $\begin{gathered} 0.001 \\ (0.032) \end{gathered}$ |  |  | $\begin{gathered} -0.019 \\ (0.044) \end{gathered}$ |
| akan*post* \# older siblings |  |  | $\begin{gathered} 0.076 \\ (0.067) \end{gathered}$ |  |  | $\begin{gathered} -0.040 \\ (0.067) \end{gathered}$ |
| akan*post*\# older brothers |  |  | $\begin{gathered} 0.172^{* * *} \\ (0.045) \end{gathered}$ |  |  | $\begin{aligned} & -0.060 \\ & (0.063) \end{aligned}$ |
| akan | $\begin{gathered} 0.271^{* * *} \\ (0.067) \\ \hline \end{gathered}$ | $\begin{gathered} 0.271^{* * *} \\ (0.067) \\ \hline \end{gathered}$ | $\begin{gathered} 0.261^{* * *} \\ (0.066) \\ \hline \end{gathered}$ | $\begin{gathered} -0.100 \\ (0.111) \\ \hline \end{gathered}$ | $\begin{gathered} -0.109 \\ (0.112) \\ \hline \end{gathered}$ | $\begin{gathered} -0.109 \\ (0.113) \\ \hline \end{gathered}$ |
| Observations | 3559 | 3559 | 3559 | 2825 | 2825 | 2825 |
| Pseudo R2 | 0.231 | 0.235 | 0.238 | 0.263 | 0.265 | 0.266 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. Sample of individuals $12-17 .^{* * *}$, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes region, and survey round fixed effects, regional trends, community major crops, log of distances to primary, junior and senior secondary, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post.

Table 3.13: Effect of the Intestate Law on occupational choice, by gender. Dependent variable is a dummy equal to one if the individual is a farmer. Full sample.

|  | Males | Females |
| :--- | :---: | :---: |
|  | $(1)$ | $(2)$ |
| akan*post | $0.069^{*}$ | 0.039 |
|  | $(0.041)$ | $(0.039)$ |
| akan | -0.053 | -0.032 |
|  | $(0.037)$ | $(0.036)$ |
| Observations | 7588 | 9360 |
| Pseudo R2 | 0.146 | 0.157 |

Probit estimates, marginal effects reported. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals $20-50 .^{* * *},{ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head, and community crops), and interactions between the individual controls and community crops with post.

## Appendix

Figure 3.3: Coefficients of the interaction term Akan*birth year dummies, females aged $20-50$ in all waves, full sample and subsamples. Dep. variable: number of years of education.


Figure 3.4: Coefficients of the interaction term Akan*birth year dummies, males aged $20-50$ in all waves, full sample. Dep. variable: completion rate of primary school or higher level. OLS linear probability.


Figure 3.5: Coefficients of the interaction term Akan*birth year dummies, females aged $20-50$ in all waves, full sample. Dep. variable: completion rate of primary school or higher level. OLS linear probability.


Figure 3.6: Coefficients of the interaction term Akan*birth year dummies, males aged $20-50$ in all waves, full sample. Dep. variable: completion rate of primary school or higher level. Non-linear probit.


Figure 3.7: Coefficients of the interaction term Akan*birth year dummies, females aged 20-50 in all waves, full sample. Dep. variable: completion rate of primary school or higher level. Non-linear probit.


Table 3.14: Simple difference-in-difference estimates of the effect of the Intestate Law on years of education, by gender. Dependent variable is number of years of education. Sample of individuals aged 0-30 in 1985 with father farmer ( $\mathrm{N}=13935$ ).

|  | Males |  |  | Females |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Akan | non-Akan | diff | Akan | non-Akan | diff |
| Panel a. Pre-school and primary school age versus control |  |  |  |  |  |  |
| 0 to 11 years in 1985 | 8.26 | 5.22 | 3.04 | 6.17 | 3.58 | 3.59 |
| se | (0.149) | (0.163) | (0.282) | (0.202) | (0.210) | (0.273) |
| 18 to 25 years in 1985 | 8.55 | 4.48 | 4.07 | 4.60 | 2.69 | 2.69 |
| se | (0.172) | (0.219) | (0.280) | (0.157) | (0.209) | (0.209) |
| difference | -0.28 | 0.74 | -1.03 | 1.57 | 0.68 | 0.89 |
| se | (0.216) | (0.269) | (0.345) | (0.236) | (0.204) | (0.31) |
| Panel b. Secondary school age versus control |  |  |  |  |  |  |
| 12 to 17 years in 1985 | 8.37 | 4.52 | 3.85 | 5.08 | 2.14 | 2.94 |
| se | (0.196) | (0.212) | (0.324) | (0.231) | (0.143) | (0.285) |
| 18 to 25 years in 1985 | 8.55 | 4.48 | 4.07 | 4.60 | 2.69 | 2.69 |
| se | (0.172) | (0.219) | (0.280) | (0.157) | (0.209) | (0.209) |
| difference | -0.18 | 0.04 |  |  | $0.24$ | $0.24$ |
| se | (0.252) | (0.274) | $(0.381)$ | $(0.266)$ | $(0.195)$ | $(0.318)$ |
| Panel c. Placebo |  |  |  |  |  |  |
| 18 to 25 years in 1985 | 8.55 | 4.48 | 4.07 | 4.60 | 1.90 | 2.69 |
| se | (0.172) | (0.219) | (0.280) | $(0.157)$ | (0.099) | (0.209) |
| 26 to 30 years in 1985 | 8.18 | 4.55 | 3.62 | 4.52 | 1.56 | 2.97 |
| se | (0.205) | (0.269) | (0.328) | (0.217) | (0.137) | (0.254) |
| difference | 0.37 | -0.07 | 0.44 | 0.06 | 0.34 | -0.28 |
| se | (0.250) | (0.285) | (0.394) | (0.243) | (0.154) | (0.286) |

OLS estimates. Pooled GLSS1, GLSS2, GLSS3, GLSS4, and GLSS5. Robust standard errors are adjusted for clustering. Sample of all individuals aged 0-30 in 1985 (from the sample of all individuals aged 20-50 in each survey round). Using survey weights.

Table 3.15: Simple difference-in-difference estimates of the effect of the Intestate Law on years of education, by gender. Dependent variable is number of years of education. Sample of individuals aged 0-30 in 1985 with father NOT farmer ( $\mathrm{N}=3622$ ).

|  | Males |  |  | Females |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Akan | non-Akan | diff | Akan | non-Akan | diff |
| Panel a. Pre-school and primary school age versus control |  |  |  |  |  |  |
| 0 to 11 years in 1985 se | $\begin{gathered} 9.16 \\ (0.271) \end{gathered}$ | $\begin{gathered} 8.29 \\ (0.331) \end{gathered}$ | $\begin{gathered} 0.87 \\ (0.428) \end{gathered}$ | $\begin{gathered} 6.74 \\ (0.273) \end{gathered}$ | $\begin{gathered} 6.28 \\ (0.398) \end{gathered}$ | $\begin{gathered} 0.46 \\ (0.522) \end{gathered}$ |
| 18 to 25 years in 1985 | 9.64 | 8.13 | 1.50 | 6.65 | 5.05 | 1.60 |
| se | (0.293) | (0.453) | (0.520) | (0.328) | (0.420) | (0.533) |
| difference | -0.47 | 0.16 | -0.63 | 0.09 | 1.27 | -1.13 |
| se | (0.371) | (0.597) | (0.675) | (0.422) | (0.556) | (0.712) |
| Panel b. Secondary school age versus control |  |  |  |  |  |  |
| 12 to 17 years in 1985 | 9.66 | 7.87 | 1.79 | 7.31 | 5.17 | 2.14 |
| se | (0.354) | (0.513) | (0.570) | (0.360) | (0.412) | (0.662) |
| 18 to 25 years in 1985 | 9.64 | 8.13 | 1.50 | 6.65 | 5.05 | 1.60 |
| se | (0.293) | (0.453) | (0.520) | (0.328) | (0.420) | (0.533) |
| difference | -0.02 | -0.26 | 0.28 | 0.66 | 0.12 | 0.54 |
| se | (0.400) | (0.539) | (0.679) | (0.452) | (0.564) | (0.749) |
| Panel c. Placebo |  |  |  |  |  |  |
| 18 to 25 years in 1985 | 9.64 | 8.13 | 1.50 | 6.65 | 5.05 | 1.60 |
| se | (0.293) | (0.453) | (0.520) | (0.328) | (0.420) | (0.533) |
| 26 to 30 years in 1985 | 10.7 | 9.71 | 0.99 | 6.09 | 4.64 | 1.45 |
| se | (0.675) | (0.711) | (0.973) | (0.350) | (0.542) | (0.652) |
| difference | -1.07 | -1.58 | 0.51 | 0.55 | 0.41 | 0.14 |
| se | (0.732) | (0.812) | (1.122) | (0.409) | (0.67) | (0.819) |

OLS estimates. Pooled GLSS1, GLSS2, GLSS3, GLSS4, and GLSS5. Robust standard errors are adjusted for clustering. Sample of all individuals aged 0-30 in 1985 (from the sample of all individuals aged 20-50 in each survey round). Using survey weights.

Table 3.16: Ordered logit estimates of the effect of the Intestate Law on completion rates, by gender. Dependent variable is the highest level completed.

|  | Males |  | Females |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| akan*post68 | $-0.373^{* *}$ |  | -0.046 |  |
|  | $(0.150)$ |  | $(0.124)$ |  |
| akan*post74 |  | $-0.585^{* * *}$ |  | 0.044 |
|  |  | $(0.172)$ |  | $(0.149)$ |
| akan | $0.858^{* * *}$ | $0.837^{* * *}$ | $0.516^{* * *}$ | $0.489^{* * *}$ |
|  | $(0.097)$ | $(0.091)$ | $(0.089)$ | $(0.081)$ |
| Observations | 8323 | 8323 | 10283 | 10283 |
| Pseudo R2 | 0.210 | 0.211 | 0.207 | 0.207 |

Ordered logit estimates. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. ***, ${ }^{* *}$, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head, and community crops), and interactions between the individual controls and community crops with post68 (or post74).
....абрd ұхаи ио sәпи!ұиоэ


Table 3.17: Robustness checks. Completion regressions. continued from previous page

|  | Akan vs Ewe |  |  |  | No Northern regions |  |  |  | Cocoa villages |  |  |  | Parental occupations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Male |  | Female |  | Male |  | Female |  | Male |  | Female |  | Male |  | Female |  |
| Panel b. Secondary or higher |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| akan*post68 | $\begin{array}{r} -0.117^{* *} \\ (0.056) \end{array}$ |  | $\begin{array}{r} -0.037 \\ (0.041) \end{array}$ |  | $\begin{array}{r} -0.088^{* *} \\ (0.040) \end{array}$ |  | $\begin{gathered} -0.029 \\ (0.027) \end{gathered}$ |  | $\begin{gathered} -0.070 \\ (0.056) \end{gathered}$ |  | $\begin{array}{r} 0.004 \\ (0.029) \end{array}$ |  | $\begin{gathered} -0.093^{* *} \\ (0.040) \end{gathered}$ |  | $\begin{array}{r} -0.013 \\ (0.019) \end{array}$ |  |
| akan*post 74 |  | $\begin{aligned} & -0.105^{*} \\ & (0.057) \end{aligned}$ |  | $\begin{array}{r} 0.005 \\ (0.049) \end{array}$ |  | $\begin{array}{r} -0.112^{* *} \\ (0.047) \end{array}$ |  | $\begin{array}{r} 0.013 \\ (0.034) \end{array}$ |  | $\begin{gathered} -0.114^{*} \\ (0.059) \end{gathered}$ |  | $\begin{array}{r} 0.040 \\ (0.039) \end{array}$ |  | $\begin{array}{r} -0.132^{* * *} \\ (0.044) \end{array}$ |  | $\begin{array}{r} 0.014 \\ (0.026) \end{array}$ |
| akan | $\begin{array}{r} 0.119^{* * *} \\ (0.032) \end{array}$ | $\begin{gathered} 0.100^{* * *} \\ (0.029) \end{gathered}$ | $\begin{array}{r} 0.101^{* * *} \\ (0.027) \end{array}$ | $\begin{array}{r} 0.085^{* * *} \\ (0.025) \end{array}$ | $\begin{array}{r} 0.177^{* * *} \\ (0.023) \end{array}$ | $\begin{array}{r} 0.168^{* * *} \\ (0.022) \end{array}$ | $\begin{array}{r} 0.092^{* * *} \\ (0.019) \end{array}$ | $\begin{array}{r} 0.077^{* * *} \\ (0.017) \end{array}$ | $\begin{array}{r} 0.238^{* * *} \\ (0.033) \end{array}$ | $\begin{array}{r} 0.236^{* * *} \\ (0.030) \end{array}$ | $\begin{array}{r} 0.083^{* * *} \\ (0.020) \end{array}$ | $\begin{array}{r} 0.077^{* * *} \\ (0.018) \end{array}$ | $\begin{array}{r} 0.183^{* *} * \\ (0.025) \end{array}$ | $\begin{array}{r} 0.174^{* * *} \\ (0.023) \end{array}$ | $\begin{array}{r} 0.066^{* * *} \\ (0.014) \end{array}$ | $\begin{array}{r} 0.058^{* * *} \\ (0.013) \end{array}$ |
| akan* cocoa majcr *post68 |  |  |  |  |  |  |  |  | $\begin{gathered} -0.025 \\ (0.072) \end{gathered}$ |  | $\begin{array}{r} -0.041 \\ (0.030) \end{array}$ |  |  |  |  |  |
| akan* cocoa majcr *post74 |  |  |  |  |  |  |  |  |  | $\begin{gathered} -0.001 \\ (0.083) \end{gathered}$ |  | $\begin{array}{r} -0.045 \\ (0.034) \end{array}$ |  |  |  |  |
| $\begin{gathered} \text { cocoa majcr* } \\ \text { *post68 } \end{gathered}$ |  |  |  |  |  |  |  |  | $\begin{array}{r} 0.007 \\ (0.061) \end{array}$ |  | $\begin{array}{r} 0.015 \\ (0.034) \end{array}$ |  |  |  |  |  |
| cocoa majcr* |  |  |  |  |  |  |  |  |  | $\begin{array}{r} 0.054 \\ (0.066) \end{array}$ |  | $\begin{array}{r} 0.014 \\ (0.042) \end{array}$ |  |  |  |  |
| akan* ${ }^{\text {cocoa majcr }}$ |  |  |  |  |  |  |  |  | -0.112*** | -0.123*** | -0.027 | -0.034* |  |  |  |  |
|  |  |  |  |  |  |  |  |  | (0.042) | (0.039) | (0.024) | (0.020) |  |  |  |  |
| cocoa majcr |  |  |  |  |  |  |  |  | 0.053 | 0.045 | 0.033 | 0.037* |  |  |  |  |
|  |  |  |  |  |  |  |  |  | (0.040) | (0.035) | (0.025) | (0.021) |  |  |  |  |
| Observations | 4397 | 4397 | 5380 | 5380 | 5901 | 5901 | 7086 | 7086 | 8323 | 8323 | 10192 | 10192 | 7872 | 7872 | 9971 | 9971 |
| R-squared | 0.112 | 0.112 | 0.171 | 0.170 | 0.132 | 0.132 | 0.180 | 0.179 | 0.244 | 0.245 | 0.249 | 0.250 | 0.239 | 0.240 | 0.255 | 0.256 |

Probit estimates, marginal effects reported. Pooled GLSS1-5. Robust standard errors adjusted for clustering at the village level in parentheses. Sample of individuals 20-50. ${ }^{* * *}$, ${ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes birth year, region, and survey round fixed effects, regional trends, community major crops, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post68 (or post74).

Table 3.18: Robustness checks. Attendance regressions. Dependent variable is a dummy equal to one if the individual is currently enrolled in school.

| Males | Females | Males | Females |
| :---: | :---: | :---: | :---: |
| $(1)$ | $(2)$ | $(3)$ | $(4)$ |


|  | a) Akan vs Ewe |  | b) No Northern regions |  |
| :--- | :---: | :---: | :---: | :---: |
| akan*post | $-0.068^{*}$ | -0.033 | $-0.082^{* * *}$ | $-0.079^{* *}$ |
|  | $(0.041)$ | $(0.050)$ | $(0.032)$ | $(0.038)$ |
| akan | 0.072 | 0.080 | $0.091^{* * *}$ | $0.123^{* * *}$ |
|  | $(0.052)$ | $(0.057)$ | $(0.030)$ | $(0.036)$ |
| Observations | 4167 | 3652 | 5480 | 4810 |
| Pseudo R2 | 0.167 | 0.219 | 0.169 | 0.224 |


|  | c) Parental occupation |  | d) any member in the govmt |  |
| :--- | :---: | :---: | :---: | :---: |
| akan*post | $-0.124^{* * *}$ | $-0.116^{* *}$ | $-0.124^{* * *}$ | $-0.105^{* *}$ |
|  | $(0.046)$ | $(0.050)$ | $(0.048)$ | $(0.052)$ |
| akan | $0.122^{* * *}$ | $0.160^{* * *}$ | $0.124^{* * *}$ | $0.149^{* * *}$ |
|  | $(0.036)$ | $(0.041)$ | $(0.037)$ | $(0.043)$ |
| akan*post*any member in Govmt |  |  | 0.013 | -0.036 |
|  |  | $(0.100)$ | $(0.139)$ |  |
| akan*any member in Govmt |  | -0.136 | 0.015 |  |
|  |  | $(0.098)$ | $(0.104)$ |  |
| post*any member in Govmt |  | -0.010 | 0.080 |  |
|  |  | $(0.077)$ | $(0.088)$ |  |
| any member in Govmt |  | $0.135^{* * *}$ | 0.005 |  |
|  |  | $(0.033)$ | $(0.088)$ |  |
| Observations |  |  | 7863 | 6649 |
| Pseudo R2 |  |  | 0.248 | 0.265 |

e) Cocoa villages

|  | e) Cocoa villages |  |
| :--- | :---: | :---: |
| akan*post | $-0.168^{* *}$ | Female |
| akan | $(0.073)$ | -0.048 |
|  | $0.138^{* *}$ | $(0.071)$ |
| akan*cocoa majcr*post | $(0.058)$ | $0.106^{*}$ |
| akan*cocoa majcr | 0.078 | $(0.062)$ |
|  | $(0.071)$ | -0.113 |
| cocoa majcr*post | -0.054 | $(0.100)$ |
|  | $(0.078)$ | 0.078 |
| cocoa majcr | -0.061 | $(0.074)$ |
|  | $(0.070)$ | $0.124^{*}$ |
| Observations | 0.073 | $(0.071)$ |
| Pseudo R2 | $(0.055)$ | -0.094 |

Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the household level in parentheses. Sample of individuals 6-17. ${ }^{* * *}$, **, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. Using survey weights. Each regression also includes region, and survey round fixed effects, regional trends, community major crops, log of distances to primary, junior and senior secondary, dummies for religion of the head of the household, age (and its square), other individual controls (durables, female head, household size, mother and father's education, age of the head, religion of the head), and interactions between other individual controls and community crops with post.
Table 3.19: Summary statistics, sample of individuals aged 20-50.

|  | All |  |  | Male |  |  |  |  |  | Female |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Akan |  |  | non-Akan |  |  | Akan |  |  | non-Akan |  |  |
|  | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n |
| akan | 0.42 | 0.49 | 22156 | 1.00 | 0.00 | 3897 | 0.00 | 0.00 | 5958 | 1.00 | 0.00 | 5086 | 0.00 | 0.00 | 7215 |
| eduyrs | 4.82 | 4.98 | 22156 | 8.61 | 4.16 | 3897 | 4.93 | 5.22 | 5958 | 5.02 | 4.51 | 5086 | 2.36 | 4.00 | 7215 |
| in school | 0.03 | 0.16 | 22156 | 0.04 | 0.19 | 3897 | 0.05 | 0.22 | 5958 | 0.01 | 0.11 | 5086 | 0.01 | 0.11 | 7215 |
| no education | 0.43 | 0.49 | 22136 | 0.10 | 0.29 | 3888 | 0.44 | 0.50 | 5949 | 0.34 | 0.47 | 5086 | 0.68 | 0.47 | 7213 |
| incompl primary | 0.10 | 0.30 | 22136 | 0.07 | 0.26 | 3888 | 0.09 | 0.29 | 5949 | 0.14 | 0.35 | 5086 | 0.09 | 0.29 | 7213 |
| primary or higher | 0.47 | 0.50 | 22136 | 0.83 | 0.38 | 3888 | 0.47 | 0.50 | 5949 | 0.52 | 0.50 | 5086 | 0.23 | 0.42 | 7213 |
| jun sec/middle or higher | 0.34 | 0.47 | 22136 | 0.67 | 0.47 | 3888 | 0.35 | 0.48 | 5949 | 0.32 | 0.47 | 5086 | 0.14 | 0.35 | 7213 |
| senior sec/sec or higher | 0.05 | 0.22 | 22156 | 0.11 | 0.31 | 3897 | 0.08 | 0.27 | 5958 | 0.03 | 0.16 | 5086 | 0.02 | 0.14 | 7215 |
| female | 55 | 50 | 22156 | . 00 | . 00 | 3897 | 0.00 | 0.00 | 5958 | 1.00 | 0.00 | 5086 | 1.00 | 0.00 | 7215 |
| age | 33.17 | 91 | 22156 | 33.05 | 97 | 3897 | 33.09 | . 00 | 5958 | 33.34 | . 95 | 5086 | 33.16 | . 77 | 7215 |
| own land (hh) | 0.58 | 49 | 20943 | 0.60 | 0.49 | 3658 | 0.55 | 0.50 | 5700 | 0.61 | 0.49 | 4753 | . 57 | . 49 | 832 |
| acres of land | 23.05 | 91.20 | 20885 | 27.42 | 115.46 | 649 | 20.35 | 70.71 | 5681 | 25.22 | 108.11 | 474 | 21.16 | 75.18 | 6809 |
| hh size | 5.88 | . 42 | 22156 | 5.05 | . 01 | 897 | 5.88 | 3.58 | 5958 | 5.4 | 2.7 | 508 | 6.7 | 3.7 | 7215 |
| female head | 0.17 | 0.38 | 22156 | 0.10 | 0.30 | 3897 | 0.05 | 0.23 | 5958 | 0.36 | 0.4 | 508 | 0.1 | 0.3 | 721 |
| age head | 42.52 | 13.03 | 22156 | 40.31 | 12.17 | 3897 | 41.53 | 13.13 | 5958 | 42.61 | 12.80 | 5086 | 44.57 | 13.31 | 7215 |
| durables | -0.34 | 1.02 | 20933 | -0.09 | 1.19 | 3712 | -0.49 | 0.88 | 5674 | -0.17 | 1.11 | 4736 | -0.50 | 0.89 | 6811 |
| catholic (head) | 0.16 | 0.37 | 22130 | 0.16 | 0.37 | 3893 | 0.17 | 0.37 | 5951 | 0.16 | 0.37 | 5083 | 0.15 | 0.36 | 7203 |
| protestant (head) | 0.16 | 0.37 | 22130 | 0.21 | 0.40 | 3893 | 0.12 | 0.33 | 5951 | 0.22 | 0.42 | 5083 | 0.12 | 0.32 | 7203 |
| other christian (head) | 0.28 | 0.45 | 22130 | 0.42 | 0.49 | 3893 | 0.19 | 0.39 | 5951 | 0.42 | 0.49 | 5083 | 0.18 | 0.38 | 7203 |
| muslim (head) | 0.15 | 0.35 | 22130 | 0.06 | 0.24 | 3893 | 0.21 | 0.41 | 5951 | 0.06 | 0.23 | 5083 | 0.21 | 0.41 | 7203 |
| animist (head) | 0.18 | 0.38 | 22130 | 0.06 | 0.23 | 3893 | 0.25 | 0.43 | 5951 | 0.06 | 0.24 | 5083 | 0.28 | 0.45 | 7203 |
| married head | 0.75 | 0.43 | 22148 | 0.68 | 0.47 | 3896 | 0.79 | 0.41 | 5957 | 0.66 | 0.47 | 5084 | 0.84 | 0.37 | 7211 |
| polygynous head | 0.12 | 0.33 | 22156 | 0.03 | 0.17 | 3897 | 0.13 | 0.34 | 5958 | 0.05 | 0.21 | 5086 | 0.23 | 0.42 | 7215 |
| farmer (strict def) | 0.70 | 0.46 | 20182 | 0.66 | 0.47 | 3561 | 0.76 | 0.43 | 5406 | 0.67 | 0.47 | 4703 | 0.72 | 0.45 | 6512 |
| cocoa (hh) | 0.23 | 0.42 | 19378 | 0.43 | 0.50 | 3268 | 0.11 | 0.31 | 5413 | 0.39 | 0.49 | 4220 | 0.11 | 0.31 | 6477 |
| agric-fish (industry) | 0.74 | 0.44 | 20075 | 0.71 | 0.45 | 3545 | 0.82 | 0.38 | 5358 | 0.68 | 0.47 | 4683 | 0.73 | 0.44 | 6489 |
| mining (industry) | 0.01 | 0.09 | 20075 | 0.02 | 0.15 | 3545 | 0.01 | 0.08 | 5358 | 0.00 | 0.04 | 4683 | 0.00 | 0.06 | 6489 |
| manufacturing (industry) | 0.08 | 0.27 | 20075 | 0.06 | 0.24 | 3545 | 0.05 | 0.21 | 5358 | 0.09 | 0.29 | 4683 | 0.10 | 0.30 | 6489 |
| utilities (industry) | 0.00 | 0.03 | 20075 | 0.00 | 0.04 | 3545 | 0.00 | 0.04 | 5358 | 0.00 | 0.00 | 4683 | 0.00 | 0.00 | 6489 |
| construction (industry) | 0.01 | 0.10 | 20075 | 0.03 | 0.17 | 3545 | 0.01 | 0.12 | 5358 | 0.00 | 0.01 | 4683 | 0.00 | 0.05 | 648 |
| sales (industry) | 0.10 | 0.30 | 20075 | 0.05 | 0.22 | 3545 | 0.03 | 0.16 | 5358 | 0.18 | 0.38 | 4683 | 0.14 | 0.34 | 648 |
| transport (industry) | 0.01 | 0.10 | 20075 | 0.03 | 18 | 3545 | 0.02 | 0.12 | 5358 | 0.00 | 0.03 | 4683 | . 00 | . 02 | 6489 |
| financing (industry) | 0.00 | 0.05 | 20075 | 01 | 8 | 3545 | 0.00 | . 04 | 535 | 0.00 | 0.02 | 4683 | 0 | . 0 | 6489 |
| civil (industry) | 0.05 | 0.21 | 20075 | 0.08 | 0.27 | 3545 | 0.06 | 0.24 | 5358 | 0.04 | 0.19 | 4683 | 0.02 | 0.14 | 6489 |
| other (industry) | 0.02 | 0.15 | 20075 | 0.03 | 0.16 | 3545 | 0.02 | 0.15 | 5358 | 0.03 | 0.17 | 4683 | 0.01 | 0.12 | 6489 |

Rural sample of individuals aged 20-50. Pooled GLSS1-5. Using survey weights.
Rural sample of individuals aged 20-50. Pooled GLSS1-5. Using survey weights.

Table 3.20: Summary statistics, sample of individuals aged 6-17

|  | All |  |  | Male |  |  |  |  |  | Female |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Akan |  |  | non-Akan |  |  | Akan |  |  | non-Akan |  |  |
|  | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n | mean | s.dev. | n |
| akan | 0.42 | 0.49 | 17413 | 1.00 | 0.00 | 3819 | 0.00 | 0.00 | 5653 | 1.00 | 0.00 | 3269 | 0.00 | 0.00 | 4672 |
| eduyrs | 2.11 | 2.81 | 17371 | 2.80 | 3.04 | 3813 | 1.75 | 2.61 | 5642 | 2.64 | 2.99 | 3258 | 1.52 | 2.45 | 4658 |
| inschool | 0.71 | 0.45 | 17375 | 0.86 | 0.35 | 3813 | 0.64 | 0.48 | 5644 | 0.81 | 0.39 | 3258 | 0.59 | 0.49 | 4660 |
| no education | 0.39 | 0.49 | 17364 | 0.25 | 0.43 | 3808 | 0.47 | 0.50 | 5640 | 0.27 | 0.45 | 3258 | 0.52 | 0.50 | 4658 |
| incompl. primary | 0.44 | 0.50 | 17364 | 0.52 | 0.50 | 3808 | 0.40 | 0.49 | 5640 | 0.50 | 0.50 | 3258 | 0.36 | 0.48 | 4658 |
| primary or higher | 0.17 | 0.38 | 17364 | 0.23 | 0.42 | 3808 | 0.13 | 0.34 | 5640 | 0.23 | 0.42 | 3258 | 0.12 | 0.32 | 4658 |
| jun sec/middle or higher | 0.03 | 0.18 | 17364 | 0.05 | 0.22 | 3808 | 0.03 | 0.16 | 5640 | 0.05 | 0.21 | 3258 | 0.02 | 0.13 | 4658 |
| female | 0.46 | 0.50 | 17413 | 0.00 | 0.00 | 3819 | 0.00 | 0.00 | 5653 | 1.00 | 0.00 | 3269 | 1.00 | 0.00 | 4672 |
| age | 10.83 | 3.37 | 17413 | 11.01 | 3.40 | 3819 | 10.88 | 3.40 | 5653 | 10.93 | 3.37 | 3269 | 10.56 | 3.31 | 4672 |
| own land (hh) | 0.61 | 0.49 | 16672 | 0.66 | 0.48 | 3663 | 0.59 | 0.49 | 5410 | 0.65 | 0.48 | 3131 | 0.56 | 0.50 | 4468 |
| acres of land | 26.24 | 103.87 | 16628 | 29.84 | 125.62 | 3655 | 23.13 | 79.95 | 5394 | 33.70 | 134.19 | 3121 | 21.23 | 78.97 | 4458 |
| hh size | 7.32 | 3.30 | 17413 | 6.54 | 2.49 | 3819 | 7.86 | 3.68 | 5653 | 6.66 | 2.57 | 3269 | 7.83 | 3.68 | 4672 |
| female head | 0.20 | 0.40 | 17413 | 0.28 | 0.45 | 3819 | 0.12 | 0.33 | 5653 | 0.29 | 0.45 | 3269 | 0.14 | 0.35 | 4672 |
| age head | 46.85 | 11.42 | 17413 | 45.46 | 10.69 | 3819 | 48.24 | 11.86 | 5653 | 45.31 | 10.69 | 3269 | 47.55 | 11.73 | 4672 |
| durables | -0.39 | 1.00 | 16452 | -0.21 | 1.09 | 3576 | -0.55 | 0.89 | 5347 | -0.16 | 1.13 | 3089 | -0.51 | 0.90 | 4440 |
| cocoa (hh) | 0.25 | 0.43 | 15624 | 0.44 | 0.50 | 3327 | 0.11 | 0.32 | 5194 | 0.45 | 0.50 | 2849 | 0.11 | 0.31 | 4254 |
| mother eduyrs | 2.61 | 4.06 | 17357 | 3.98 | 4.48 | 3810 | 1.60 | 3.38 | 5630 | 3.96 | 4.46 | 3261 | 1.62 | 3.43 | 4656 |
| father eduyrs | 4.99 | 5.43 | 17318 | 7.35 | 5.13 | 3780 | 3.18 | 4.88 | 5629 | 7.37 | 5.25 | 3253 | 3.35 | 5.00 | 4656 |
| catholic | 0.15 | 0.36 | 17398 | 0.16 | 0.36 | 3818 | 0.15 | 0.35 | 5647 | 0.16 | 0.37 | 3267 | 0.15 | 0.36 | 4666 |
| protestant | 0.15 | 0.36 | 17398 | 0.21 | 0.41 | 3818 | 0.11 | 0.31 | 5647 | 0.21 | 0.41 | 3267 | 0.11 | 0.31 | 4666 |
| other christian | 0.27 | 0.45 | 17398 | 0.42 | 0.49 | 3818 | 0.15 | 0.36 | 5647 | 0.42 | 0.49 | 3267 | 0.18 | 0.38 | 4666 |
| muslim | 0.14 | 0.35 | 17398 | 0.06 | 0.24 | 3818 | 0.20 | 0.40 | 5647 | 0.07 | 0.25 | 3267 | 0.20 | 0.40 | 4666 |
| animist | 0.21 | 0.40 | 17398 | 0.06 | 0.25 | 3818 | 0.32 | 0.47 | 5647 | 0.06 | 0.24 | 3267 | 0.29 | 0.46 | 4666 |
| married head | 0.82 | 0.38 | 17403 | 0.73 | 0.44 | 3816 | 0.88 | 0.32 | 5652 | 0.75 | 0.44 | 3267 | 0.88 | 0.33 | 4668 |
| \# siblings | 3.77 | 2.51 | 17413 | 3.28 | 2.02 | 3819 | 4.12 | 2.76 | 5653 | 3.36 | 2.06 | 3269 | 4.10 | 2.77 | 4672 |
| \# sisters | 1.69 | 1.47 | 17413 | 1.49 | 1.31 | 3819 | 1.79 | 1.54 | 5653 | 1.63 | 1.37 | 3269 | 1.80 | 1.56 | 4672 |
| \# brothers | 2.08 | 1.74 | 17413 | 1.79 | 1.48 | 3819 | 2.33 | 1.91 | 5653 | 1.73 | 1.42 | 3269 | 2.29 | 1.86 | 4672 |
| \# older siblings | 1.63 | 1.72 | 17413 | 1.42 | 1.43 | 3819 | 1.74 | 1.87 | 5653 | 1.45 | 1.46 | 3269 | 1.80 | 1.90 | 4672 |
| \# younger siblings | 2.15 | 1.83 | 17413 | 1.86 | 1.58 | 3819 | 2.38 | 1.98 | 5653 | 1.91 | 1.58 | 3269 | 2.30 | 1.97 | 4672 |
| \# older sisters | 0.67 | 0.95 | 17413 | 0.61 | 0.86 | 3819 | 0.68 | 1.00 | 5653 | 0.67 | 0.89 | 3269 | 0.72 | 1.01 | 4672 |
| \# younger sisters | 1.02 | 1.14 | 17413 | 0.88 | 1.02 | 3819 | 1.11 | 1.20 | 5653 | 0.96 | 1.08 | 3269 | 1.08 | 1.20 | 4672 |
| \# older brothers | 0.95 | 1.21 | 17413 | 0.81 | 1.03 | 3819 | 1.06 | 1.32 | 5653 | 0.79 | 1.01 | 3269 | 1.08 | 1.33 | 4672 |
| \# younger brothers | 1.13 | 1.23 | 17413 | 0.99 | 1.10 | 3819 | 1.27 | 1.33 | 5653 | 0.95 | 1.04 | 3269 | 1.22 | 1.30 | 4672 |

[^67]
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[^0]:    ${ }^{1}$ Anderson, Siwan and Debraj Ray. 2010. "Missing Women: Age and Disease." Review of Economic Studies, Vol. 77, No. 4, pp. 1262-1300.
    ${ }^{2}$ Estimates refer to 2008. WHO/UNICEF/UNFPA/World Bank. 2010. "Trends in Maternal Mortality: 1990 to 2008" World Health Organization.

[^1]:    ${ }^{1}$ For a cross-cultural review of literature on parental preferences, see among others Williamson (1976).
    ${ }^{2}$ Barcellos et al. (2012) find that, accounting for the effect of son-preferring stopping rules on family size, boys still receive more parental investment (including childcare time, breastfeeding, vaccinations, and vitamin supplementation) than girls in India.

[^2]:    ${ }^{3}$ Two notable exceptions are Garg and Morduch (1998) who show that children with relative more sisters than brothers benefit in the intra-household allocation of resources in resource-constrained households in Ghana; and Klasen (1996), who uses population and mortality data for Sub-Saharan Africa to construct an adjusted aggregate reference ratio and finds a small and increasing anti-female bias
    ${ }^{4}$ Anderson and Ray (2010) find that the sources of excess female mortality among adult women in Sub-Saharan Africa are primarily HIV infection and maternal mortality. The World Development Report 2012 corroborates these findings observing that maternal mortality and morbidity related to childbirth and HIV/AIDS are the two mechanisms driving excess female mortality during women's reproductive years (World Bank, 2011).

[^3]:    ${ }^{5}$ Recently, Alesina et al. (2011) show that cross-country differences in fertility and female labor force participation can be explained by the form of agriculture traditionally practiced (in which the historical participation of women varied depending on the degree of physical strength needed). Similarly, Carranza (2012) shows that soil texture explains a large part of the variation in women's relative participation in agriculture and in infant sex ratios across districts in India.

[^4]:    ${ }^{6}$ One of the key assumptions of their model is that breastfeeding (which can be thought as longer birth spacing in this paper) perfectly inhibits fecundity, meaning that the mother's decision of breastfeeding a child is equivalent to the decision of stopping having children.

[^5]:    ${ }^{7}$ The three largest ethnic groups are geographically concentrated in different areas of Nigeria. They are the following: Hausa-Fulani (North) $29 \%$, Yoruba (South-West) $15 \%$, and Igbo (South-East) $14 \%$.

[^6]:    ${ }^{8}$ There are several sources of law in Nigeria: Common law (the default Law, applied only when other sources of law are not available), Customary Law, and Sharia (mainly applied among the Muslims). Even though there is some variation in the inheritance rules across states, in most cases only male children are allowed to inherit the father's property. In states where the Sharia is the law, female children are allowed to inherit half of the share of their male siblings, even though there is evidence of noncompliance with the law.
    ${ }^{9}$ Female labor force participation (the proportion of population age 15 and older that are economically active) is $48 \%$ in 2010 (World Bank WDI, 2012). In the NDHS $2008,59 \%$ of women $15-49$ reported to be currently employed; half of these women worked in the sales and services sector, $24 \%$ in agriculture, and $14 \%$ as skilled manual workers.

[^7]:    ${ }^{10}$ There are contrasting views in the literature on whether there might be competition or cooperation among co-wives in polygynous marriages.

[^8]:    ${ }^{11}$ One of the findings presented in Section 1.6 is that a first-born girl increases the likelihood of being in a polygynous relationship, of having a nonresident husband, of being divorced and being the (female) head of the household. These effects would lead to underestimation of the effect of a first-born girl on fertility because women with daughters have fewer children than they would have had if their marital status had not changed. Therefore, given that fertility and decisions related to marital status are likely to be simultaneously determined, I consider currently married women in first unions to limit the extent of this bias.
    ${ }^{12}$ Summary statistics for other variables are reported in appendix Table 1.14 . Table 1.15 reports statistics for the full sample (which includes unmarried women and those not in first union).
    ${ }^{13}$ The number of children ever born includes children who have died. The WHO estimates that in Nigeria infant mortality rates (the probability of dying

[^9]:    ${ }^{16}$ Based on several data sources, Anderson and Ray (2010) report that sex ratio at birth is about 0.514 in developed countries (including Western Europe, Canada, United States, Australia, New Zealand, and Japan), 0.518 in India, 0.539 in China, and 0.508 in Sub-Saharan Africa. Overall sex ratios in India and China are similar, both around 0.514 . Several biological, environmental, and genetic factors can partly explain the variation across different areas.
    ${ }^{17}$ Garenne (2002) analyzed sex ratios at birth in African countries using the NDHS surveys. He finds that there is substantial variation within the African region (with Nigeria and Ethiopia being the countries with the highest sex ratio, equal to 0.517 ) and that the average sex ratio is 0.508 . As for Nigeria, Garenne's study does not include the most recent NDHS surveys, where the sex ratio is 0.512 (2008) and 0.515 (2003).

[^10]:    ${ }^{18}$ Nigeria experienced a severe civil war at the end of the 1960s (that mainly involved the South-East region populated by the Igbos) and several nationallevel oil shocks during the 1970s and the 1980s. If the biological explanation holds, these negative events would be consistent with lower sex ratio (more females born) for births occurred in the past, but this is not what is shown in figure 1.3 suggesting that there may be other explanations. In all the regressions, I also control for cohort of birth (of the mother) fixed effects and ethnic-specific time trends to control for time-specific events and ethnic-specific trends that might be correlated with fertility and the probability of a female birth.
    ${ }^{19}$ Using a different dataset for India (with retrospective fertility histories as

[^11]:    in the NDHS), Rosenblum (2012) similarly finds higher sex ratios for births occurred in the past, but argues that the extent of the bias in the data is small. He also discusses about potential recall and survival bias in the data.

[^12]:    ${ }^{20}$ The adult lifetime risk of maternal death is defined as the probability of dying from a maternal cause during a woman reproductive lifespan. For comparison, the WHO estimates for broad world regions are: 1 in 32 in the African Region; 1 in 150 in South-East Asia (incl. India); 1 in 84 in the Eastern Mediterranean Region; 1 in 2900 in the European region; 1 in 670 in the Region of the Americas; and 1 in 1100 in Western Pacific Region (incl. China)

[^13]:    ${ }^{21}$ The target of the fifth MDG consists in reducing the maternal mortality ratio (MMR) by three quarters between 1990 and 2015, and achieving universal access to reproductive health by 2015.
    ${ }^{22}$ I thank James Fenske for suggesting this check.
    ${ }^{23}$ Using data for India, a context with strong preference and where selective underreporting of female births should be a serious issue, I find evidence that is not consistent with recall bias. In particular, among all women with at least one child, those with first-born girl are younger on average than women with

[^14]:    first-born daughter (with age observed at the time of the survey): this 'age disadvantage' of women with first-born daughter appears to be smaller in more recent waves. This is consistent with selective maternal mortality decreasing over time due to improved maternal health conditions, while it is in contrast with selective recall bias since son preference did not show any declining trend in the Indian context (if anything, evidence suggests it is worsening over time).

[^15]:    ${ }^{24}$ Birth spacing refers to the time interval (\# months) between births.
    ${ }^{25}$ see Conde-Agudelo, Rosas-Bermdez, and Kafury-Goeta (2007) for a review of medical studies on the relationship between birth spacing and maternal health.

[^16]:    ${ }^{26}$ The number of children ever born includes all births to each woman, including dead children and children living elsewhere. Compared to the number of surviving children, this is a more pertinent measure of fertility as it is not affected by differential mortality potentially caused by son preference. Clark (2000) uses the number of children ever born in studying fertility stopping rules in India; in that context, poorer treatment of daughters compared to sons has been found to be associated with higher mortality rate for girls. To my knowledge, there is no strong evidence of worse health treatment of daughters in Sub-Saharan Africa; in the NDHS (2008) the infant mortality rates are higher for boys, which is also consistent with the medical evidence that boys are weaker than girls. As boys are more likely to die than girls, the estimated effect of daughters on fertility would be underestimated since mortality is positively associated with fertility due to replacement.

[^17]:    ${ }^{27}$ The variable for contraceptive use is defined as equal to one if the woman reports she is currently using any contraceptive method, zero otherwise.
    ${ }^{28}$ The ethnicity and religion variables are from the woman dataset. Ethnicity include Hausa-Fulani, Igbo, Yoruba, and other minor ethnicities as the omitted category. Religion include Catholic, other Christians, Muslims, and traditionalists (omitted).
    ${ }^{29}$ The DHS wealth index is a measure of a household's cumulative living standard available in the DHS survey. It's generated using principal component analysis based on data from the households ownership of consumer goods; dwelling characteristics; type of drinking water source; toilet facilities; and other characteristics that are related to a households socio-economic status.

[^18]:    ${ }^{30}$ This is a similar empirical issue to that of dynamic selection bias, exposed in Cameron and Heckman (1998), where they study schooling decisions over the life cycle.
    ${ }^{31}$ I exclude mothers with twin births and those with more than 12 children.
    ${ }^{32}$ Fayehun and others (2011) find weak evidence of shorter spacing after the birth of each girl in Nigeria. Compared to them, I estimate a model with mother fixed effects to control for unobserved heterogeneity among mothers. Moreover, I consider the subsamples of women with one or more consecutive daughters to see if the increasing pressure for having sons leads to further shortening of the birth intervals.

[^19]:    ${ }^{33}$ The percentages of women with at least three, four, five children ever born in this sample are the following: $70 \%, 55 \%$, and $41.5 \%$, respectively.

[^20]:    ${ }^{34}$ The estimated effect obtained using a poisson model for count variables is shown in appendix table 1.17 and it is consistent with the OLS estimates.
    ${ }^{35}$ For comparison, Dahl and Moretti (2008) use Census data for the US and find that women age 18-40 with a first-born girl have 0.3 percent more children than women with a first-born boy. Milazzo (2012) uses data for India and finds that a first-born girl predicts an increase in the number of children by 0.247 (equivalent to a 8 percent increase).

[^21]:    ${ }^{36} \mathrm{I}$ focus on the preceding interval rather than the succeeding because the latter is censored when the child dies: a short succeeding interval may be the consequence (not the cause) of the death of the previous child if mothers try to replace the lost child by having another soon after. In this case, the results would be contaminated by simultaneity bias (Palloni and Millman, 1986).
    ${ }^{37}$ The effects of short succeeding interval on the health status of the previous (older) child mainly acts through inadequate child care a interrupted breastfeeding.

[^22]:    ${ }^{38}$ LLoyd and Desai (1992) analyze data from 16 DHS survey around the world and find that the percentages of children aged 10-14 living away from mother ranges from 0.9 in Tunisia, 4.2 in Sri Lanka, 5.7 in Brazil, 24 in Senegal, 29.4 in Ghana, and 40.9 in Liberia. Isiugo-Abanhie (1985) argues that 'nowhere is it as institutionalized as in parts of West Africa' (pp. 56).

[^23]:    ${ }^{39}$ Specifically, if household fostering decisions are influenced by this motivation, the following patterns should be observed. For households with an excess of daughters: $(+)$ foster-in boys; $(+)$ foster-out girls, and for households with an excess of sons: $(+)$ foster-in girls; $(+)$ foster-out boys.
    ${ }^{40}$ If the household head has more one wife, the sum of children of each spouse is considered.
    ${ }^{41}$ It is common in the child fostering literature to consider children in this age range. The percentage of households sending out (receiving) at least one child $6-14$ is $17 \% ~(6 \%)$, while it is $3.8 \%$ and $1.8 \%$ for children $0-5$ (2008 NDHS). Children age 15 and older (especially females who are of marriage age very

[^24]:    young) are likely to live elsewhere in a separate household.
    ${ }^{42}$ The issues of simultaneity of household fostering and fertility decisions as well as selection into fostering are not dealt with in this analysis. However, I control for many observable household characteristics and use the variables for the gender imbalance (in addition to the number of children) which are a more exogenous proxy for demographics. On these issues, see Akresh (2009).
    ${ }^{43}$ In the sample of households considered, the percentage of households that fostered-in at least one child is $6 \%$. This percentage is $8 \%$ in the subsample of households with no children in that age group.

[^25]:    ${ }^{44}$ Polygynous households in which the senior wife is older than 49 (thus not interviewed) are also not considered in the analysis.
    ${ }^{45}$ The difference arises mainly from the fact that the sample does not include households in which there are no women eligible for interview and for whom the fertility history is unavailable (eligible women are aged 15-49). However, households with older women tend to host more children (ie, fostering of grandchildren) and at the same time do not have children in the relevant age group (6-14). Among these households with missing information on the number of children, $11 \%$ host at least one child (compared to an average of $6 \%$ in the main sample). This explains most of the gap between the percentage of households receiving and sending children. Moreover, the definition of fostered (in) children requires both parents to be alive and living elsewhere, while there is no information on biological children living elsewhere (in particular, there is no data on the survival status of the father or whether the child is living with the father in a separate compound).

[^26]:    ${ }^{46} \mathrm{~A}$ Wald test rejects the equality of the coefficients for the excess of sons and daughters separately in each of the regressions in columns 7 and 8 , while accepts it in column 9

[^27]:    ${ }^{47}$ This alternative interpretation is not fully consistent with the results for the fostering-in decisions according to which the more children of either sex and the fewer boys and girls are fostered-in (when using the number of sons and daughters as independent variables). These results suggested that daughters and sons can be substitute for each other.

[^28]:    ${ }^{48}$ In their empirical analysis for Kenya, they consider resident children rather than all children ever born (cohabitation is a very imperfect proxy given the flexibility of household structure in the African context). Moreover, they do not distinguish between wives according to their rank (likely because of lack of this information in the data). For the US, they find that women with first-born daughters are less likely to marry, more likely to be divorced, and thus more likely to have non-resident husband.
    ${ }^{49}$ Using data for the US, Ben-Porath and Welch (1976) find weak evidence that the sex realization of successive births is influenced by the sex of previous children. There is contrasting evidence in the biology literature that this might be the case (James, 2009; Stansfield and Carlton, 2007).
    ${ }^{50}$ Boserup (1970) and Goody (1976) argue that the prevalence of polygyny is positively associated with the degree of female involvement in agriculture. Jacoby (1995) empirically links polygyny to women's productivity using data

[^29]:    for Cote d'Ivoire.
    ${ }^{51}$ Levirate marriage (traditional practice in which the wife of a deceased man is obliged to marry the husband's brother) is not uncommon in Nigeria.

[^30]:    ${ }^{52}$ Additional controls include the number of children ever born and household size which may be correlated both with the outcomes of interest and with the sex of the first-born.

[^31]:    ${ }^{53}$ The sample of ever-married women includes, in addition to currently married women, also those who have been married in the past but are currently unmarried.

[^32]:    ${ }^{54}$ The sample restrictions also yield a very few women of higher order (rank three or higher) who are not considered in the empirical analysis).

[^33]:    Probit estimates, marginal effects reported. Robust standard errors adjusted for clustering at the village level in parentheses. Using survey weights. ${ }^{* * *},{ }^{* *}$, and ${ }^{*}$ indicate significance at $1 \%, 5 \%$ and $10 \%$ levels. The dependent variables are three dummies equal to one if at least one biological child, son or daughter of the household head lives elsewhere. Other controls include region fixed effects, urban dummy, wife (or woman head if female headed household) religion and ethnicity, years of education and age of the male head and his wife/ves (or woman head), a wealth index, household land ownership, a dummy for polygynous household head and female headed household, \# children ever born, \# of daughters and sons alive age $0-5$, \# of household members older than 15 (male and female).

[^34]:    ${ }^{1}$ According to decennial Census data, the number of girls per 1000 boys aged $0-6$ was 976 in 1961 and reached 914 (its lowest level) in 2011.
    ${ }^{2}$ Abortion was legalized in 1971 in India. In 1994, the Government of India passed the Prenatal Diagnostic Techniques Regulations and Misuse Act (PNDT Act) to make the use of ultrasound or amniocentesis for the purpose of sex determination illegal. However, there is evidence that this Law is often ignored and not enforced (Arnold et al., 2002; George, 2002).

[^35]:    ${ }^{3}$ Barcellos et al. (2012) find that, accounting for the effect of son-preferring stopping rules on family size, boys still receive more parental investment (including childcare time, breastfeeding, vaccinations, and vitamin supplementation) than girls.
    ${ }^{4}$ Anderson and Ray (2010) find that the sources of excess female mortality among women of reproductive ages (15-44) in India are mainly maternal mortality and injuries. Among among infants and adolescents (age 0-14) respiratory and infectious diseases are the main causes of excess mortality, while among older women (age 45 and older) the main cause is cardiovascular diseases.
    ${ }^{5}$ One of every 140 women die from causes related to childbirth in India (estimates for 2008 from the WHO/UNICEF/UNFPA/World Bank, 2010). The adult lifetime risk of maternal death is defined as the probability of dying from a maternal cause during a womans reproductive lifespan.

[^36]:    ${ }^{6}$ Birth spacing refers to the time interval (\# months) between births.

[^37]:    ${ }^{7}$ With reference to child health, compared with children born less than 2 years after a previous birth, children born 3 to 4 years after a previous birth are 1.5 times more likely to survive the first week of life, and 2.4 times more likely to survive to age five (DHS 2002). Also, there are effects on health of older children (e.g., breastfeeding duration, see Jayachandran, and Kuziemko, 2011). Palloni and Millman (1986) and Palloni and others (1994) discuss the channels through which short birth spacing and breastfeeding affect early childhood mortality. First of all, breast milk contains the nutritional requirements for infant growth and protects against the formation of bacteria and of malnutrition. Short preceding birth interval does not allow the mother the time to regain the strength between pregnancies, leading to the inability to adequately breastfeed, while short succeeding intervals reduces maternal care for older children.
    ${ }^{8}$ see Conde-Agudelo, Rosas-Bermdez, and Kafury-Goeta (2007) for a review of medical studies on the relationship between birth spacing and maternal health.
    ${ }^{9}$ The other mechanism, HIV/AIDS, is more pertinent for the Africa region.
    ${ }^{10}$ The maternal mortality ratio is the number of maternal deaths during a given time period per 100000 live births during the same time-period (WHO, 2008).

[^38]:    ${ }^{11}$ The NFHS-3 reports that only $39 \%$ of births took place in health facilities and $58 \%$ of women did not receive any postnatal check-up after their most recent birth.

[^39]:    ${ }^{12}$ Female sterilization, with a prevalence of $37 \%$, accounts for $66 \%$ of all contraceptive use, down from $71 \%$ of all contraceptive use at the time of NFHS2. The highest adoption rate of female sterilization, at $67 \%$, is among women with three children who have two sons. The most common spacing methods are condoms and the rhythm method, each used by $5 \%$ of currently married women (India NFHS-3).
    ${ }^{13}$ Based on several data sources, Anderson and Ray (2010) report that sex ratios at birth are about 0.514 in developed countries (including the 'Established Market Economies' as defined by the World Bank: Western Europe, Canada, United States, Australia, New Zealand, and Japan), 0.518 in India, 0.539 in China, and 0.508 in Sub-Saharan Africa. Overall sex ratios in India and China

[^40]:    are similar, both around 0.514 . Several biological, environmental, and genetic factors can partly explain the variation across different areas.
    ${ }^{14}$ Using a different dataset for India (with retrospective fertility histories as in the NFHS), Rosenblum (2012) similarly finds higher sex ratios for births occurred in the past, but argues that the extent of the bias in the data is small. He also discusses about potential recall and survival bias in the data.
    ${ }^{15}$ The Body Mass Index (BMI) is a measure of women's nutritional status. It is the ratio of the weight in kilograms to the square of the height in meters. Undernutrition in women is defined as a BMI of less than 18.5 and is classified as chronic energy deficiency, and a BMI of 25.0 or above usually indicates obesity. Weight for Height is another indicator of women's nutritional status and it's

[^41]:    ${ }^{16}$ To have at least one birth interval for each woman, it's necessary to consider the sample of women with at least two children ever born

[^42]:    ${ }^{17}$ Weight-for-Height standard deviations from the reference median based on

[^43]:    the DHS reference standard.
    ${ }^{18}$ However, evidence suggests that weight and height can be affected if pregnancies occur before they have completed their adolescence growth spurt (World Bank, 1996).

[^44]:    ${ }^{19}$ The number of children ever born includes all births to each woman, including dead children and children living elsewhere. Compared to the number of surviving children, this is a more pertinent measure of fertility as it is not affected by differential mortality potentially caused by son preference. Clark (2000) uses the number of children ever born in studying fertility stopping rules in India.

[^45]:    ${ }^{20}$ The caste and religion variables are from the woman dataset. Caste include Scheduled Caste, and Scheduled Tribe (other backward classes (OBC) and other castes are the omitted category). Religion include Hindu, Sikh, Muslims, Christian (Buddhist, Jain, and other religions are the omitted category).
    ${ }^{21}$ The wealth index is a principal component index of services and durable goods owned by the household, including electricity, radio, television, refriger-

[^46]:    ${ }^{22}$ I exclude births of order higher than 10.

[^47]:    OLS estimates. Robust standard errors adjusted for clustering at the household level in parentheses. All women aged 15-49. Using survey weights. Includes age at first birth and marriage, mother and partner's age and education years, urban dummy, whether first child died, and a durable index, birth year dummies, wave dummies, state FEs, religion and caste. ${ }^{* * *}$, **, and * indicate significance at $1 \%, 5 \%$ and $10 \%$ levels.

[^48]:    ${ }^{1}$ For extensive studies on matrilineal traditions in Ghana, see among others Fortes (1950) and Okali (1983).

[^49]:    ${ }^{2}$ The matrilineal inheritance principle applies to inherited property, which belongs to the matrikin, and to self-acquired property in case of a man's death intestate. According to Akan customary norms, a man could dispose of his self-acquired property through inter-vivos gifts, sales or by writing a will before death, but this practice could only entail a limited portion of land and required formal approval by the matrikin.

[^50]:    ${ }^{3}$ The Intestate Succession Law was introduced two years after Ghana launched the Economic Recovery Program in 1983.
    ${ }^{4}$ The interpretation section of the PNDCL 111 provides a definition for household chattels, which includes jewelery, clothes, furniture and furnishings, refrigerator, television, radiogram, other electrical and electronic appliances, kitchen and laundry equipment, simple agricultural equipment, hunting equipment, books, motor vehicles other than vehicles used wholly for commercial purposes, and household livestock.
    ${ }^{5}$ At the time of the passage of the Law, there was some debate regarding the application of the Law to any type of marriage, including marriages celebrated under customary law (which are the most common form of marriage in Ghana). The Customary Marriage and Divorce (Registration) Law, 1985 (PNDCL 112) states that the 1985 Law on intestate succession applies also to all customary marriages, as long as they have been registered. Woodman (1985) states that following the PNDCL 112 Law "all customary marriages are required to be registered, but it seems likely that unregistered marriages will continue to be valid for the purpose of the Intestate Succession Law"(p. 123). In 1991, the

[^51]:    ${ }^{8}$ We assume that the parent derives no utility from land going to other kin members upon his death.
    ${ }^{9}$ We are not aware of any evidence explicitly testing the former assumption, although Kingdon and Soderbom (2008) show that returns to education in the agricultural sector in Ghana are very low.

[^52]:    ${ }^{10}$ Depending on the parent's preferences for own consumption and investments in children's education, the additional resources made available by the reduction in $E^{s}$ can be reallocated differently. Therefore, the effect on daughter's education is ambiguous.

[^53]:    ${ }^{11}$ In the static model, we have assumed that the parent's income does not depend on human capital, as this is equivalent to assuming that it depends on an exogenous (pre-determined) level of human capital.

[^54]:    ${ }^{12}$ Even though the minimum age required to start primary is six, late enrollment is not uncommon as there are many children starting primary at 7 or 8 (White, 2005). This obviously also affects all successive education levels. In terms of our empirical strategy, this would lead to an underestimation of the effect on education because also individuals in the 18-30 age bracket would be partly treated. Because of this choice, our estimates can be considered conservative.
    ${ }^{13}$ As far as secondary education is concerned, Ghana embarked on a reform of the education system in 1987 that essentially reduced the duration of preuniversity education. Before the 1987 education reform, the school system was structured as a $6+4+7$ system: 6 -year primary, 4 -year middle, 5 -year secondary plus 2 years in preparation for entering tertiary education. The reform replaced the $6+4+7$ with a $6+3+3$ system with 6 -year primary, 3 -year junior secondary and 3 -year senior secondary.

[^55]:    ${ }^{14}$ This information is retrieved from the rural community questionnaire. In particular, the survey asks the respondents for the village the following question: "what are the major crops grown by the people of this community?". Up to 9 crops can be named. Unfortunately, in survey rounds 3 and 4 it's not possible to know the ranking of the crops. Thus, each dummy is equal to one if the specific crop is among the ones mentioned in the community questionnaire as being among the major grown in the village. Finally, among all crops, the first 9 most mentioned were considered.

[^56]:    ${ }^{15}$ The durable goods that enter our principal component index are: radio, tape-player, television, sewing machine, refrigerator, air conditioner, bicycle, motor cycle, and car. The religion of the household head include Catholic, Protestant, other Christians, Animist, and Muslim.
    ${ }^{16}$ The characteristics interacted with the post-reform dummy are the following: age of the household head, household size, a principal component index of durable goods owned by the household, a dummy for female headed households, parental education, and religion of the head.

[^57]:    ${ }^{17}$ We do not include the interactions between the observables and the postreform period because of the small sample size at each bin.

[^58]:    ${ }^{18}$ Given our age restriction on the sample of individuals 20 to 50 , the oldest individuals are in fact those aged 50 in the first wave of the GLSS in 1987.
    ${ }^{19}$ Mean bin size in the period $1960-85$ is 550 individuals.
    ${ }^{20}$ The definition of attendance rates used in this paper, the same used by White (2005), is the fraction of children who are supposed to be enrolled in a particular school level for their age who are currently in school. For example, for primary (secondary) school age children, it is the fraction of the number of children aged 6-11 (12-17) currently in school. Therefore, this is an age-based

[^59]:    measure not specifically related to the actual level attended.
    ${ }^{21}$ For the analysis of attendance rates, we restrict the sample to children of the household head.

[^60]:    ${ }^{22}$ In GLSS1-3 the criterion according to which an individual is classified as Akan is the language of the household head. In GLSS 4 and GLSS 5 Akan is instead defined according to the ethnicity of the household head, due to changes in the questionnaire. The percentages are similar across rounds.

[^61]:    ${ }^{23}$ The percentages obtained when using the other rounds of the Ghana DHS surveys (1993, 1998, and 2008) and the fourth and fifth round of GLSS (it is not possible to use the earlier waves for this purpose because only the language/ethnicity of the head is known, and not that of all household members) are similar.
    ${ }^{24}$ The median age at first marriage is somewhat constant across the waves of the DHS surveys (1993, 1998, 2003 and 2008) for both ethnic groups.
    ${ }^{25} \mathrm{We}$ constructed the variables years of education and attainment rates using data on highest grade and level completed.

[^62]:    ${ }^{26}$ In Côte d'Ivoire, the 1964 Family Code regulated inheritance and designated the nuclear family (spouse and children) as the sole inheritors.
    ${ }^{27}$ We cannot use the 1998 DHS survey because the information on the region of residence is not available. The Akan ethnicity is from the woman and man individual datasets and merged with the household recode dataset.

[^63]:    ${ }^{28}$ It is not possible to run this analysis for attendance because the first survey was carried out in 1994 and we would not have observations from the 'prereform' period.

[^64]:    ${ }^{29}$ Completion of at least secondary school is defined as a dummy equal to one if the individual has completed either middle school or junior secondary (in the old and new education system, respectively) or higher level, and zero otherwise.

[^65]:    ${ }^{30}$ Unfortunately, we only have information about siblings currently residing in the household, and not about those who are living elsewhere. Therefore, we are underestimating the total number of siblings.
    ${ }^{31}$ The number of siblings is calculated taking into account all biological children of the household head.

[^66]:    Tesi di dottorato "Gender, family and traditional norms in developing countries"

[^67]:    Rural sample of individuals aged 6-17. Pooled GLSS1-5. Using survey weights. continues on next page...

